Time Series and Machine Learning Reading Group 2024

Spring/Summer

We will read some of the following references on deep nerual networks theories and

relevant techniques, casual inference, and time series:
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We will also read some of the following non-technical papers on state-of-the-art deep

learning methodology and time series forecasting:
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