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Abstract Towards meeting the objective of simulating heat transfecg@sses in ur-
ban areas, the study of dispersion from a scalar (grountjciarea source has been
addressed as a first step, as dispersion from such a souncgoisie ways analogous
to heat transfer from the surface. Two different urban-tijgmetries are consid-
ered in this study: an array with uniform height cubes and raayawith random
height cuboids. Some point measurement dispersion expetanin a wind tunnel
have previously been carried out in identical arrays usingghthalene sublimation
technique. Large-eddy simulations (LES) of these expertmkave been performed
as a validation study and the details, presented here, d#ratethe influence of the
roughness morphology on the dispersion processes andwer pbLES for obtain-
ing physically important scalar turbulent flux information

Keywords Area source Dispersion Passive scalarUrban canopy

1 Introduction

In urban climatology, accurate estimation of sensible Aaatis a matter of utmost
importance in view of the continuing surge in urbanisatidhis quantity forms a
core component in the surface energy balance and hencetiitsatien is crucial

in parameterisation of urban areas, for modelling air pinu dispersion in gen-
eral atmospheric conditions and for improving urban plagrénd design for human
comfort. Numerous computational fluid dynamics (CFD) siamtiohs (mostly with

two-dimensional surface morphologies), field campaigrbvaeind-tunnel modelling

studies have been carried out in the past decade or two tastadd the impact of
thermal effects in and around the urban canyon.
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As part of the Nantes'99 experimental campaign, Louka e{24102) studied
the variation of direct solar heating of the street sides thedground. At a height
of 12 m from the ground they observed thin thermal layers ofmawe than 0.2 m
thick on building walls. The most active regions were somes only 0.02 m thick.
The street canyon had an aspect rédtjov (h being the mean building height and
w being the width of the canyon) of 1.4. Due to a lack of flow meaments, the
detailed dynamics within these thin layers are not undedstout the effect of the
temperature differences on the larger-scale flow dynamittinmthe street canyon
was nonetheless found to be negligible. Similar conclusioare drawn by Idczak
et al. (2007) from their joint ATREUS—PICADA experiment (REUS: Advanced
Tools for Rational Energy Use towards Sustainability; PIZA Photo-catalytic In-
novative Coverings Applications for Depollution, Demiggops and Andr 2005).
The wind tunnel study by Kovar-Panskus et al. (2002) on arsggection cavity like-
wise demonstrated a very weak secondary flow near the grawetalow Froude
number (based on the freestream velocity, canyon heighttendifference between
freestream reference temperature and the heated wall tatap but found no ev-
idence of large wall heating effects on the canyon flow field.t@e other hand, in
another set of field studies by Georgakis and Santamour6jath a deep canyon
of aspect ratio 3.3, it was observed that for approach wisedg less than 5 m$
the air flow patterns were dominated by thermal phenomenageminittent vortices
at the building corners. They found higher temperature atog canyon when com-
pared to canyon temperature and the maximum difference owaslfto be around
5°C. However, within the canyon no temperature stratificatwith height was found
and this was also observed by Offerle et al. (2007) in a sttaeyon of aspect ra-
tio 2.1. They deduced that this could be due to the primaryexoin the canyon,
driven by the strong shear layer at the canyon top, leadingjatively thorough mix-
ing throughout the canyon. Recently, Kanda and Moriizundi0@ conducted the
COSMO (Comprehensive Outdoor Scale MOdel) experimentschaprised var-
ious urban-like geometries and the momentum fluxes, senkést fluxes and bulk
transfer coefficients were examined. They found that thie et transfer coefficient
was less sensitive to the surface geometry compared to thertmmentum transfer
coefficient.

The results of these and other studies, showing rathereéliffénfluences of ther-
mal effects on the flow field within the canopy, can in prineipke explained on the
basis of the values of the different governing parameteesath case. Amongst the
latter must be listed the geometrical parameters govethmtayout of the buildings
constituting the effective surface roughness, Richardagnbers based on appro-
priate velocity scales and the temperature differencesdest the walls and the flow
aloft, and flow Reynolds numbers (although if these lattedange enough one might
expect only a weak influence). In order to have a deeper utatheling of the com-
plex factors that are involved in the transport of heat inaaribanyons it would be
useful to perform numerical simulations, perhaps for appade parametric studies,
provided of course that adequate modelling strategies edaund. Such modelling
should be verified against the available experimental adetather from the field or
the laboratory.



Many 2D (two dimensional) and quasi-2D computational stedin such prob-
lems have been carried out by various researchers usirggetdiff CFD approaches.
Kim and Baik (1999, 2001) examined the thermal effects imeesttanyon of various
aspect ratiog0.6 < h/w < 3.6) using a 2D numerical Reynolds-averaged Navier-
Stokes (RANS) code arld- ¢ turbulence closure. In their two separate studies, with
uniform heating of windward wall/leeward wall/street lwott (Kim and Baik, 1999)
and temperature differences between the streets and thbaie the canopy in the
range 0 to 16 K (Kim and Baik, 2001), they observed a signifiagaffuence of heat
on the flow field. A similar study by Sini et al. (1996) using a &Dmerical code
(CHENSI) with ak — € turbulence closure scheme on a 2D canyon of aspect ratio
about unity, showed a net increase in vertical exchangewhén the leeward wall
or the bottom street was heated and a reverse behaviour withvard wall heat-
ing. Louka et al. (2002) imitated their field study using then® numerical code and
their numerical results over-predicted the field buoyarfégces. Another 2D study
by Solazzo and Britter (2007) using FLUENT and the ¢ turbulence model on a
canyon of aspect ratio varying from 0.5 to 4 showed a spgtiadiform distribution
of temperature within the canyon when the bounding facet® wéher uniformly
or partially heated, which led them to deduce a constantdiorensional exchange
velocity between the street canyon and the flow above. Cdi £G08) used large-
eddy simulation (LES) to compute spatial and temporal mealasfluxes at the roof
level as a function of aspect ratio.83 < h/w < 2) and found good agreement with
wind-tunnel data (Barlow and Belcher, 2004).

There also exist simpler models like LUMPS (Local - scaleasriMeteorologi-
cal Parameterization Scheme), described by Grimmond aed(202), which cal-
culates heat fluxes for the urban environment. Howevergtheshors state that the
model may need further improvement to account for the widetran in urban mor-
phology. On the other hand, Harman et al. (2004) developel aumodel, specif-
ically to predict the magnitude and geometric dependendbefertical flux of a
scalar from each facet of a 2D street canyon and the predigtas found to be in
good agreement with the wind-tunnel data (Barlow and Be|@@04).

Although the above 2D or quasi-2D studies give useful inthes of the heat
effects on flow and dispersion in the urban environmentghtsifor practically im-
portant configurations require robust 3D simulations, east because measurements
in the field are quite challenging and very expensive. Vew fidl 3D CFD studies
have been undertaken thus far, owing partly to the compl@fithe typical domain
and the expense of such computations. Mathey et al. (19%@) LSS to study the
flow past a single heated cube and compared the surface tatuaprofiles and heat
transfer coefficient with experiments (Meinders and Hagjdl999). They obtained
good agreement with experiments (except near the bottomnethavall due to the
use of an adiabatic boundary condition) and observed thetsety of thin laminar
recirculation bubbles on the cube surface to near-walluéisa. Field measurements
around Shinjuku district heating and cooling system in Toigllowed by computer
simulations using STAR-CD (a commercial CFD code from CDapab) with the
standardck — ¢ turbulence model including buoyancy effects by Huang et24105),
showed vertical thermal stratification around buildingd #re ground. Though their
simulations agreed with their experiments, it should beddhat very few field mea-



surements were obtained, so it is difficult to assess thestnbas of the simulations.
The most recent 3D study was by Yang and Shao (2008) on a stregin of varying
aspect ratio (@25 < h/w < 2), in which the roughness elements were arranged in an
aligned fashion. They computed the flow and dispersion cheriatics of concentra-
tion from an area source released from the bottom surfacdsW¥tey discussed the
behaviour of the flow and scalar flux profiles at different tamas, the crucial ques-
tion regarding resolution of the very thin thermal concatitn layer at the surface
was not addressed. It is to be noted that all the above metiliterature primarily
aimed at quantifying the heat released from the outer sesfatthe buildings. There
is a considerable literature on internal ventilation anat eansfer (see Ji et al., 2009
for a recent example) and there is no doubt that in some &ihsathe internal pro-
cesses can affect, for example, the external heat traii$fisris less likely with fully
insulated building surfaces and is not considered furtihéné present work.

There has as yet been no clear demonstration that curremutational models
can cope adequately at realistic Reynolds numbers withsgasehich wall-to-fluid
transfer processes are important. It is likely, for examitiat given the thin thermal
(or, analogously, pollutant) boundary layers at the bogdiurfaces, noted in the field
measurements mentioned earlier, the use of relativelyseognids along with stan-
dard log-law formulations will be inadequate. The eventlgkctive of our current
work is to be able to simulate heat fluxes from urban-like regs elements by
resolving accurately (or adequately parameterising)thethermal layers on the el-
ement surfaces. One of the means to achieve this is by usprgaate wall models
for the flow and/or the scalar. The scalar wall models miglatiragliffer from case
to case. For instance, the dynamics in the neutrally buoyase are different from
those in stable and unstable cases. Therefore, as a firsinsitepeting the objec-
tive of parameterising the scalar flux, a passive scalaredsspn test case has been
studied and is presented in this paper. This case is the tuimtel experiment under-
taken by Pascheke et al. (2008) who measured, both withimlaode the roughness
canopy, scalar concentrations arising from a bottom-saréaea source provided by a
naphthalene sublimation technique. Unlike cases of edevsdurcessurface source
dispersion occurs first across the very thin wall layers antius analogous to heat
transfer problems, at least in cases when temperatureafiffes are not large enough
to influence the flow dynamics. Simulation models are unjikkelbe able to predict
large temperature difference, buoyancy-affected cassgadely unless they are suc-
cessful in the simpler cases of scalar transfer from walls.

We have performed 3D LES of this passive scalar dispersitinimihe two dif-
ferent urban-like geometries used by Pascheke et al. (22@8the computational
results are presented here and compared with the expesahuta where possible.
LES was used as this has proved to be a promising tool by maewarehers and, in
fact, is arguably the simplest approach for adequate caatipntof such unsteady,
highly turbulent, complex geometry flows. Kanda et al. (200dr example, used
LES on simple cube arrays and obtained good agreement vatbxgperiments and
a detailed investigation of turbulent organized structurealigned and staggered
cube arrays using LES was subsequently reported by Kand¥)Y2Bie and Cas-
tro (2006) compared LES and RANS for the flow past wall-modrabstacles and
observed that RANS performance is poor, especially withan ¢anopy region. In



contrast, they found satisfactory results using LES as ewetpto direct numerical
simulations (DNS) by Coceal et al. (2006) at a Reynolds nurabRe = 5000 (based
on building height and maximum mean velocity). Furthermarenore recent LES
(Xie and Castro, 2009) of a field site in central London showay good agreement
with experimental data for scalar concentrations fronglamated source (for which

the influence of surface boundary conditions and Reynolashen are much less
important).

The scope of the paper is as follows. Section 2 explains timeenigal details
and specifics of the computational domain, grid convergéssigees are explored in
Section 3 and Section 4 presents the mean concentratios, feglthparing with ex-
periments where possible. Section 5 discusses some of putiamt quantities (like
turbulent scalar flux data) not generally available fromolabory experiments or
RANS simulations, as this illustrates one of the significahtantages of using LES
methodology. Concluding remarks are given in Section 6.

2 Numerical Details and Settings
2.1 Flow equations and boundary conditions

The filtered continuity and Navier—Stokes equations gangransteady incompress-
ible flow are

ﬁui
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The resolved-scale velocity and pressure are respectingdy byu; and p with u, v
andw the streamwise, lateral and vertical velocity componesgpectively. The flow
was driven by a constant streamwise pressure gradi€hy dx, 1 is the Kronecker-
delta, andp and v are the density and kinematic viscosity of the fluig. is the
subgrid-scale (SGS) Reynolds stress and was handled b&ir§agorinsky model
in conjunction with a Lilly damping function near the wal&magorinsky’s constant
Cs was chosen as 0.1.

In the streamwisedq) and lateraly) directions, periodic boundary conditions were
employed. Stress free conditions were imposed on the tdpeaddmain, i.e.,

U_N_o weo
dz 9z e

No slip conditions were set on the bottom surfaze=(0) and on all faces of the
roughness elements.



2.2 Scalar equation and boundary conditions

The filtered governing equation of the scalar is
oc dujc 0

Jc
5t + ox 9% ((ks+ km)) ; (2

0Xj

wherec is the resolved-scale concentration of the sc#dais the subgrid turbulent
diffusivity and is given byvs/Scs wherevs is the subgrid viscosity an8cs is the
subgrid Schmidt number whose value was set to 0.9 (typic#h@fvalue used for
the large scale field in RANS methods and in earlier LES studie.g. Xie et al.
(2004); Cai et al. (2008)km is the molecular diffusivity and is defined &g Sc,.
The molecular Schmidt numbegd,,) was taken as 2.284, which is the value for
naphthalene used as the scalar in the experiments. Theha#gie was coated onto
the z = 0 surface of one of the repeating units of siz68x 0.08 n? (containing
sixteen roughness elements). Therefore, in our curredysthe same arrangement
was used and is illustrated in Fig. 1 (shaded region), whickvs views of the bottom
of the computational domain. A constant concentration efsttalar was specified on
the surface over the regiarth = 0, —4h < x,y < 4h, whereh is the mean height
of the roughness elements. The origin coordinates and #eeasithe area source
region are chosen to be consistent with the experimentdiddyaundary conditions
were employed in the streamwise and in the lateral direstenmd near the inlet,
a plane with zero concentration was specified. This latt@mgement overrides the
cyclic boundary condition at the inlet, but avoids havingpecify an outlet boundary
condition (like, for example, a zero gradient conditionh e upper surface, the
normal gradient of the scalar was set to zero.

A finite volume approach was followed to discretise the flow scalar equations.
While a second-order central difference scheme was useg@dtintdiscretisation of
(1), the MARS (monotone advection and reconstruction se)echeme (STAR-CD,
2008) with a blending factor of 0.99 was used for (2) to avadative concentration
values for the scalar. A second-order backward impliciteeeh was used for dis-
cretising the time-dependent term.

The computational domain consisted of hexahedral cellsvasidf size y x Ly x
L, = 16h x 16h x 6h for C10S (uniform height cubes arranged in staggered fa¥hio
and 16 x 16h x 10h for RM10S (random height cuboids arranged in staggered fash
ion), whereh = 0.01 m andx/h,y/h = 0,0) is the centre of the source area. In each
repeating unit, RM10S has five different heights that areagjgpaced from 0.0028
m to 0.0172 m and approximately follow a Gaussian distrdoutivith a mean height
of 0.0102 m and standard deviation of 0.0036 m. Both thesea@tantontained 64
roughness elements, as seen in Fig. 1. In their DNS study wrpfist cubes of vari-
ous domain sizes [Bx 8h x 4h, 4h x 4h x 6h), Coceal et al. (2006) found negligible
differences in the mean flow except (as anticipated) neatojn@f the domain. As
this would have insignificant influence on passive scalgpalision in the canopy
region, a domain height oftbwas chosen in our current study for C10S. For the
RM10S configuration, the domain height ofil@as chosen as the tallest roughness
element is of height 1.2 With this domain height, Xie et al. (2008) obtained good
agreement in the mean flow and turbulent statistics with ¥pe@ments of Cheng
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Fig. 1 Sketch of 3-D and plan view of C10S (a & c) and RM10S (b & d). Teehts (in mm) of the
blocks are indicated in the plan views. The scalar area sdamepresented by the shaded surface.
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Fig. 2 Profiles of the streamwise mean velocity (solid line) and theastwise r.m.s. velocity (dashed

line) for C10S and RM10S.



Table 1 Resolutions used in grid checks performed on a domain sizk »fh x 6h

Az/h +

Grid type Ax/h Ay/h Zh~0 Zh=1 Z7h=6 z

Uniform grid (UG) 1/16 1/16 1/16 1/16 1/16 7.7
Non-uniform grid (NUG1) 1/32 1/32 1/64 1/32 1/32 21
Non-uniform grid (NUG2) 1/32 1/32 1/128 1/32 1/16 1.1

and Castro (2002). The difference of domain heights in CT@ERM10S will have

no significant effect on the scalar dispersion comparisbhis is because the mean
flow from C10S agrees well with the DNS data from Coceal e28107) on a domain
size of 16 x 12h x 8h and the scalar does not reach: 6h, which together indicate
that a domain height oft6is sufficient. The Reynolds number of the flow based on
the mean obstacle height and the spatially averaged strisamvean velocity at that
height was around 2300 for C10S and 1900 for RM10S. Similaregwere used in
the experiments (Pascheke et al., 2008). The constantrstiea pressure gradient
imposed on every cell was

9(P) _ put

(9Xl L,
whereu; is the total wall friction velocity and the value @f was chosen as 1.205
kgm~3. The initial duration of the simulations wasBQwith T = h/u;) for C10S and
120T for RM10S and subsequent averaging times wer&20@d 400 respectively.
The time-step was small enough to require typically at |2&9000 steps for a 80
averaging time and to ensure that the solutions were wedlived in time. The spatial
average of the streamwise velocity and the r.m.s. velooityCf10S and RM10S are
shown in Figs. 2a and 2b. The maximum dispersive stress ahevemean canopy
height in the streamwise direction (not shown here) wasrebdeo be around 0.3,
when normalised by?2. This could only be reduced significantly by using much
longer averaging times, even assuming that the longitlidatia that produce such
stresses move around laterally in time. However, we do nii¢vgethat this slight
non-convergence in the outer flow will have a significantetféa the scalar transport
in the canopy region. All the computations were carried @ing STAR-CD (2008)
version 4.08 on Iridis, a local supercomputer at the Unitersf Southampton and
on HECToR (High End Computing Terascale Resources), orfeeahtachines at the
UK’s supercomputer centre.

3 Grid checks

Comparing with the DNS computations (Coceal et al., 2006eat 5000, Xie and
Castro (2006) showed that a mesh containing 16 cells ovéradme dimension was
adequate to compute the flow past a staggered cube arragifdogtfour cubes) us-
ing LES. It was argued that resolution of the thin boundaygta on the roughness
elements was not necessary for good simulation of the flaweesform (i.e. pres-
sure) drag dominated any viscous drag components in flowssokind. We did not,
however, expect such grids to be adequate for the concentri&ld arising from



Table 2 Comparison of area averaged concentration valggs for each row of the roughness elements
with the experiments.

C*
z/h x/h UG NUGL —xUe2 Expts
03 2 0.0328 0.0480 0.0460 0.0521
: 0 0.0500 0.0764 0.0762 0.0804
10 2 0.0012 0.0029 0.0035 0.0026
: 0 0.0063 0.0119 0.0113 0.0105

surface sources. Nonetheless, the
scalar transport computations were
started with this grid size (hereafter
termed UG for uniform grid). In or-
der to assess the grid dependence,
finer grids were then used (on a
smaller domain of sizelx 4h x 6h,
shown in Fig. 3); details are given in
Table 1. The approximate values of
the local near-wall cell locatior{)

for all the grid types are also given in
the last column of Table 1. It can be
observed that the near wall cells are
well within the viscous sublayer for
non-uniform grids, NUG1 and NUG2, but not for the coarsefam grid, UG. Un-
like the large domain, this small domain has an area sourogea the surface (a=
0). The boundary conditions for the flow and scalar are theesss1those explained in
Sect. 2. The area-averaged concentrations of the scalaatised by the source con-
centration ¢;,) at different heights are shown in the Fig. 4. Itis clear thatexpected,
the coarser grid type UG is inadequate for computing thesbatar boundary layer,
whereas NUG1 and NUG2 both seem to perform well (at this Regnoumber); the
latter grid size near the wall surface is almost equivalerd DNS computation but
this would of course be computationally prohibitive over aaim larger domain.

X

Fig. 3 Sketch of 3—D view of small computation do-
main used in grid checks.

Table 2 shows the area average concentration values ofdle $ar each row of
the roughness elements at two different heights for UG, NUB1G2. (The details
of how these values were obtained are explained in Sect Athough it is not really
sensible to compare fine details of the simulated scalar Vidtld the experiments
primarily because the domain size is smaller and the passafar is released from
all over the surface (which implies that, unlike in the expemnts, lateral spreading is
absent), Table 2 includes experimental values in orderrwodstrate the influence of
inadequate surface resolution. It can be deduced from thle Taat the concentration
values from UG are underestimated by 37%-54%, whereas thesvilom NUG1
and NUG?2 differ from experiments by 5%—13% (except for NUG2/a=—2,z/h=
1.2). The discrepancy of the finer grid simulations with tkpegiments could partly
be due to the absence of lateral and streamwise scalar sispér the former. These
grid checks confirm the importance of resolving the thinacklyer near the surface.
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Fig. 5 Grid resolution in thezdirection. Near

all grid hasAz/h = 1/64 for C10S and 1/75 for

M10S. The variations immediately above are ini-
tially linear.

Fig. 4 Dependence of area averaged concentrati
values Cf)) with the grid size.

For both roughness cases the resolutions that were finaly insthez-direction
are shown pictorially in Fig. 5. Between the two successgiglits of different res-
olutions, the grid spacing followed geometric progressidn the streamwise and
lateral directionsh/16 resolution was used throughout the domain. This gaveabiver
cell counts of 67 x 10° and 84 x 10f for C10S and RM10S respectively. Various
gualitative and quantitative comparisons with the expental data and also the dif-
ferences in the scalar transport processes in these twoaggesare presented and
discussed in the following sections.

4 Mean flow data: comparisons with experiment
4.1 Concentration fields above the source area

Contours of the mean concentration fields (normalised \wigtsburce concentration)
for C10S and RM10S at/h = 0.3 and 1.2 are shown in Figs. 6 and 7 respectively.
For C10S, above the source areaét = 0.3 (Fig. 6a), a regular pattern of regions
of higher concentrations behind the cubes and lower coraténs in front of the
cubes is observed. The former may be due to entrainmentgg Emounts of scalar
into the cube wakes but more importantly to the trapping aedacemitted on the
surface below, whilst the latter is caused by the removakafas by the upstream
flow. Although similar behaviour is observed for RM10S (F&p), the pattern is
not regular, thus indicating strongly the differences i@ ttansport processes for the
two different surfaces. For example, the recirculationaegn front of the tallest
roughness element of height 0.0172 m has significant infiencthe wakes of the
upstream roughness elements. The lateral dispersionéstheless found to be more
or less the same in these two geometriesz/At= 1.2, which is immediately above
the canopy for C10S (Fig. 7a), higher concentration fieléscdoserved aroune/h

= 5.5,y/h = —0.5 andx/h = 5.5,y/h = 1.5. These are caused by streamwise and
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Fig. 6 Contours ofCy atz/h = 0.3 (square box represents the location of scalar on tli@cs)r
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Fig. 7 Contours oCy atz/h=1.2.

vertical dispersion of the larger concentrations that assent within the canopy
on the leeward side of cubes A and B identified in Fig. 6a. RM&b&8ws higher
concentrations at this height, especially in the wakes eftéfi roughness elements
that are present within the area source region (Fig. 7b) iBha result of stronger
vertical dispersion in the random height geometry compéoeitie uniform height
geometry. Similar contours of concentration fields are plegkin the experiments
(Figs. 10 and 11 in Pascheke et al., 2008).

Quantitative checks with experiments are made by companegrea-averaged
concentrations obtained from each row of roughness elenadrave the source area;
these are shown in Fig. 8b for two different heights. The syinah x/h = —2 in
Fig. 8b, for example, is obtained from the average of the entration values from
the region “A1” shown in Fig. 8a. The simulations show goodeagnent with the
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Fig. 8 (a) Area-averaged regions and (b) the corresponding ctnatiems above the source area.

experiments, especially for C10S. The higBgvalues of RM10S compared to C10S
atz/h= 1.2 shows that the rapid vertical dispersion is strongevathe mean canopy
height in the former case compared to the latter. It was @ksen the experiments
that atz/h = 0.3, the difference in the area-averaged concentratiolCi®S and
RM10S (for the whole unit) was less than 5% andzdt = 1.2, the area-averaged
concentration was found to be 17% larger for RM10S. But thé& ldata suggest
that the differences are about 6.5%zah = 0.3 and about 32% ay/h = 1.2. These
discrepancies between the experiments and the simulationgartially be attributed
to inaccurate location of the measurement probe (F. Pascpeks. comm, 2008) in
the experiments — even small positional changes withinetadively steep gradients
which occur atz/h ~ 1.2 could lead to significant differences. Other reasonédcou
be due to+3% variation in the reproducibility of the concentration asarements
from the average value and much more refined spatial aveyagithe simulations
than was possible in the experiments, which had only 75 nmeasent locations per
region (i.e. in region A1, Fig. 8a). Note the non-monotoraciation ofCy; atz/h =
0.3 in the experiments with RM10S; this would seem intulfivether unphysical
and may be a further indication of experimental uncertaiti

4.2 Concentration profiles from the downstream of the soaree

More detailed quantitative checks are made by comparingdheentration profiles

at various locations downstream of the source areg/tet 5.5, 7.5, 9.5) in the lateral
and the vertical directions. These are shown in Figs. 9 antedpectively. Good
agreement in lateral concentration profileg/dt = 0.6 is observed between LES and
experiments for both C10S and RM10S. Due to the larger &iispersion in the
RM10S case compared to C10S, relatively smaller amountecfdalar are advected
downwind of the area source ath = 0.6 and hence the peak values in Fig. 9b are
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Fig. 9 Lateral concentration profiles from the downstream of thes®area at/h = 0.6. The locations
of these profiles are denoted by lines in Figs. 1c¢ & 1d.
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Fig. 10 Vertical concentration profiles downstream of the soureaaty/h = 0.5 (atx/h = 5.5, 9.5) or
—0.5 (atx/h = 7.5). The locations of these profiles are denoted by dot&gs Ec & 1d.

smaller than those in Fig. 9a. All these profiles exhibit tdygsaussian behaviour,
especially at farther downstream distances from the sarez

In Fig. 10, quite good agreement in the vertical concermapirofiles can again
be observed between LES and experiments. For RM10S (Fig, theétconcentration
values are lower in the vicinity of the bottom surface for shene reason as explained
above. Also, the concentration gradients above the canepleas steep compared
to those in the C10S case (Fig. 10a) and this could be due tstithieg streamwise
advection. Similar observations were made by Kanda andixtwoni (2009) in com-
paring data for a uniform block array with one which had a omi&tof two different
block heights. They speculated that the decrease in thectvevelocity and the
vertical temperature gradient (the scalar in their expenite was temperature) was
due to the greater degree of aerodynamic mixing in the ndfomm-height array.
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Fig. 11 Profiles of normalised vertical fluxes for (a) C10S and (b) R810

5 Scalar flux behaviour
5.1 Overall vertical fluxes

A major advantage of computations like these (compared RN S-type methods)
is that the scalar flux from the mean flow, turbulent fluctuaiand the molecular
diffusion can all be determined explicitly; these are veif§iallt if not impossible
to obtain from field or laboratory measurements. Figure lL&tilates the variation of
vertical flux quantities with height for both surfaces. Thepersive flux shown in this
figure was obtained frotw) — (c) (W), the turbulent flux fron{c’'w’) and the viscous
and subgrid-scale flux frorf(ks + km) (9¢/02)), where() denotes spatial averaging,
primes denote fluctuating quantities and the overline dentitne averaging. These
quantities were calculated in the regied < x/h < 10, —-8.5<y/h < 7.5 (C10S),
-8 <y/h <8 (RM10S) and are normalised by the respective total suffaxdrom
the area source. For both cases, the viscous and SGS flux isatdnonly in the
vicinity of the surface and becomes negligible within a vehprt height above the
surface, as its key contribution is from molecular diffusighich falls rapidly with
height. The vertical dispersive flux gradually increasetheight from the surface
and attains a maximum, coincidentallyzth ~ 0.23 for both surfaces. This is then
followed by a gradual decrease and it reaches zero near tkienoma canopy height
(0.01 m for C10S and 0.0172 m for RM10S) due to strong sheae tir@r C10S,
the turbulent flux attains a local maximum value very clos¢h surface (around
z/h = 0.02), then decreases with height and reaches a local mniat around the
same height where the dispersive flux becomes maximum, éé@foreasing again
until it reaches its maximum value around the canopy height then eventually
decreases again with height. For RM10S, the behaviour igasito the C10S case
up to the mean canopy height. Above the mean height, due torésence of other
tall roughness elements, the behaviour becomes non-munatatil aboutz/h =
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Fig. 12 Contours of the vertical viscous and SGS flux from the regign< x/h,y/h < 4 and atz/h ~
0.007.

1.38 and then the flux gradually reduces to zero with incnggiseight, but at a lower
rate compared to C10S.

It is observed that for C10S, the vertical flux across thegigh ~ 1.5 is some
50% of the total vertical flux from the source, with the renira@b0% being advected
downstream; for RM10S this balance is observezfht= 1.8. The total flux from the
surface obtained from LES is found to differ from the expenral values by about
3.6% for C10S and about 16% for RM10S. Both the experimerdgsl@simulations
nonetheless showed larger surface flux values for the gegpmigh uniform heights.
Higher turbulence levels in the near wall region are evidleig. 2 and these imply
better mixing and hence smaller concentration gradientgpeoed to those in C10S.
This could be the reason for the lower surface flux values inIB# Whilst the
experiments showed the surface flux for C10S to be 3% higlear BM10S, the
simulations estimated it to be 16.8% (the surface flux vatwesiormalised with the
free stream velocityrer). This difference between the simulations and experiments
is not small and can perhaps be accounted for by a numbertof$ae measurement
uncertainties, differences in upstream conditions, etc.

5.2 Surface flux distribution near the source area

In the experiments, a higher mass flux was noticed arouncettighery of the source
area (Barlow, pers. comm, 2009). To observe this in LES,aostof the normalised
vertical viscous and SGS flux immediately above the sourea @vhere it dominates
turbulent fluxes, see Fig. 11) are plotted for C10S and RM10Sd. 12. The first
and foremost inference that can be drawn is that this nelirflwa distribution is
quite different for the two surfaces. In C10S, the flux valaesabout twice as large
in a few specific regions around the lateral edges of the aveecs, i.e. aty/h =
—4 and 4, when compared to the otly¢h locations. This can be seen quantitatively
by comparing, for example, the regier8 < x/h < —2,y/h = —4 with the samex/h
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Fig. 13 Vertical viscous and SGS flux profiles of C10S from differemtdtions atz/h ~ 0.007. The
locations of these profiles are denoted by solid lines in Fog.
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Fig. 14 Vertical viscous and SGS flux profiles of RM10S from differéstations atz/h ~ 0.007. The
locations of these profiles are denoted by solid lines in Fog.

region aty/h=—-2,0, 2 and 4, as shown in Fig. 13a. The locations of these pscdile
indicated by solid lines in Fig. 16a. Similar observatioags e made by comparing
3 <x/h <4 aty/h =4 with the corresponding/h locations at//h=2, 0,—2 and—4
as shown in Fig. 13b. These observations therefore confemaxtperimental findings.
Similar behaviour is observed in the RM10S case (Fig. 14 SJurface flux along
y/h = 0 dominates the surface flux alogigh = 4 in the region 3 < x/h < 4 due to
the presence of the second tallest roughness element§.6.2136 m block at/h
=4,y/h=0), as evident in Fig. 14b.

In C10S, ax/h=—4, i.e. at the leading edge of the area source and in froneof th
obstacles, higher flux values are observed. This is bechesentcoming “cleaner”
flow carries the scalar in front of the block into the smalliredation region illus-
trated by the mean velocity vectons, @) in the x—z plane in the region X x/h <
2,0< z/h <1 shown in Fig. 15. Also, in the wake of the obstacles in C10,Vhl-
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Fig. 15 Mean velocity vectors on the-z plane aty/h = —2.5 between cubes in C10S. All arrows have
lengths scaled to that of the defining arrow at top left, fofalwhu/u; = 1.0. The location of this plane is
denoted by a dashed line in Fig. 16a.

ues are low as the scalar is entrapped in the larger reditmulggion. But very close
to the obstacle in the wake region, the flux values are relgtivigher and this arises
due to the secondary separation of the flow. This tiny seagnslgparation bubble
in the region—1 < x/h < —0.8,0 < z/h < 0.1 can just be identified in Fig. 15. Un-
like C10S, the flux pattern is irregular in RM10S because efrindomness in the
heights of the obstacles. The flux values are found to befgigntly larger in front

of the tallest roughness elements (0.0172 m and 0.0136 ngmparison with the
remaining elements. At/h = —4, flux is more prominent on either side of the 0.0136
m obstacle compared to the rest and a similar pattern is wxseix/h = 4, no doubt
also due to the randomness in obstacle height.

5.3 Vertical flux distribution in typical regions

To gain a better insight into the distribution of verticalX¥lun the two cases, three
different zones of sizéa x h were identified within the area source unit. They are
“behind”, “in front” and in the “gap” for each of the obstasleas shown in Fig. 16a
for a single obstacle. The average of the vertical flux (idveative flux, (CW) +
turbulent flux, (cw')) profiles in each of these zones has been calculated for both
the geometries and is shown in Fig. 16b. Each profile has beenatised by the
respective total surface flux value. Note that all the prefilsow values close to zero
at the near-wall point — they are identically zetahe wall, but the computation does
not explicitly include points on the wall. The profiles frorbéhind” dominate the
others in both geometries due to the greater entrainmeriteofc¢alar in the large
recirculation regions. The profiles from “in front” have lewflux values compared
to the “gap” profiles within the canopy (but only up 2¢h ~ 0.64 in RM10S) and
this situation reverses just above the mean canopy heidlet.stim of the profiles
from these three regions for RM10S is found to be large abbgenean canopy
height compared to C10S. This indicates that the tallerimoegs elements generate
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blocks to calculate the flux. (b) The vertical fluxes showntheeadvective flux, turbulent flux, their sum
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a relatively larger vertical flux above the mean canopy heigtich could be due to
the weaker streamwise advection when compared to £10S

1 A referee suggested that the larger vertical flux above thd ®8/canopy is more likely caused by
less mutual sheltering between the blocks. This certairdynsepossible.
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5.4 Flux contribution by each random height roughness el¢me

It was shown by Xie et al. (2008) that 65% of the total surfaggdn the RM10S
case is contributed by the roughness elements of heighB86.61and 0.0172 m,
even though their frontal area is only 45% of the total. Ithag also interesting to
examine the flux contribution near each of these roughnessegits. Therefore, a
region delineated by a width of.®h around the sides of each block was chosen,
giving a square region of sizénx 2h; Fig. 17a shows the regions for the three 0.0064
m blocks. The horizontally averaged vertical turbulent addective flux values were
obtained over these three regions, normalised by the totédce flux. These were
calculated atz/h = 0.097, where the viscous and the streamwise flux contadbsti
were found to be negligible. In a similar manner, the flux ealaround the remaining
blocks were obtained and the results for all block (heightggories are shown in
Fig. 17b. The advective flux is higher for the 0.0064 m blo¢temtfor the 0.0028 m
blocks and it is lower for the higher blocks. Unlike the adirexflux, the turbulent
flux is nearly constant for all the roughness elements. Tieitent flux is found to be
significantly larger than the advective flux around the 0804B8d 0.0172 m blocks.
The sum of the advective and turbulent flux follows the santebeur as that of
the advective flux and is included in the figure; the contidubf the surface flux
normalised by the total flux near each of the roughness elesealso included. This
figure clearly shows the increase in the surface flux cortidhuwith the increase
in block height. An interesting feature is that the sum ofdldgective and turbulent
fluxes around the 0.0064 m blocks exceeds the correspondgifags flux. This is due
largely to the greater advective flux around the 0.0064 mibda¢x/h,y/h) = (0,0),
which is higher by some 20% and 15% than those around the iR, —1) and
(—2,—3), respectively. It can therefore be deduced that the tatiimoass elements
have significant influences on the flux distribution of thel@ca

5.5 Estimation of eddy diffusivity

From vertical turbulent flux data it is possible to estimaeéddy diffusivity, defined
in the usual way as the ratio of the turbulent flux to the mearcentration gradi-
ent,—c'w/(dc/dz). The resulting spatially averaged values, normalised.iy are
shown in Fig. 18a. Data are shown only upzth = 3 as concentrations are very
small above this height. For C10S, the eddy diffusivity eslare larger within the
canopy than they are for RM10S. Due to the strong shear layerediately above
the mean canopy height, there is a sharp decrease in thentraim® gradient and a
slight decrease in the turbulent flux. As a result, the edffysivity reaches a local
minimum value of 0.08. In the case of RM10S, the eddy diffitgihas four such
local minimum values (ranging from 0.13 to 0.25), each odograt the four largest
roughness element heights; the 0.0028 m block, howeveeaapmot to yield a sig-
nificant peak. Above the mean canopy height, the eddy difityss generally a little
larger for RM10S, due to the relatively larger turbulent 8ax

Figure 18b compares the eddy diffusivity averaged over tbeenocalised re-
gions surrounding the individual blocks defined in Sect, @ithin the area source
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Fig. 18 (a) Comparison of eddy diffusivity in two geometries (b) eddffudivity averaged over local
regions (e.g. Fig. 17a) for RM10S within the source area.
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Fig. 19 Contours of eddy diffusivity from the regior4 < x/h,y/h < 4 and atz/h = 0.3. This region
is above the area source shown in the Fig. 1. The black an@ \&hé#as indicate regions where the eddy
diffusivity exceeded 3 or was below3, respectively

region (-4 < x,y < 4). As mentioned above, local minimum values are observed at
each height of the roughness element (except 0.0028 m bi8akprisingly, all the
local minimum values are in the range 0.05 to 0.08. This istduarge local con-
centration gradients at the height of each of the block amlplith weak turbulent
fluxes. The concentration gradient is large because thecudgiion regions behind
the blocks retain large amounts of scalar which is eventuathoved by the strong
shear layer at the block height.

The eddy diffusivity is commonly modelled as the ratio of thebulent viscos-
ity v to the Schmidt number of the scalar. Many RANS models, padity those
based ork — ¢ type turbulence models, employ a turbulent viscosity matgdined



21

x/h
(a) C10S

y/h

-2

-3

13.6

x?h
(b) RM10S

Fig. 20 Contours of turbulent flug'w’ in the region—4 < x/h,y/h < 4 atz/h = 0.3.

by v = —U'wW /(du/9z) with the viscosity often given by, = C,(k?/¢), whereC,,

is a constant and the kinetic enerigyand dissipation rate are obtained by solving
their modelled transport equations. The valuevofs thus inevitably positive and
hence the resultant eddy diffusivity must always be pasitBut the contours pre-
sented in Fig. 19 for the region4 < x/h,y/h < 4 atz/h = 0.3 show that although
the spatially averaged values are positive (Fig. 18a) lpaagative values occur
quite often. Interestingly, these negative values do noesgarily arise from a neg-
ative turbulent flux (i.e. negativeéw’) but from positive concentration gradient (i.e.
scalar concentration localiyicreasing with height). To illustrate this, the turbulent
flux contours are shown for the same region in Fig. 20. For @anthe eddy diffu-
sivity at (x/h,y/h) = (—2.4,0.09) in C10S is—0.34 whereas the turbulent flux 48
0.006 and in RM10S, &tx/h,y/h) = (0.344,—0.344), the turbulent flux isz 0.007
whereas the eddy diffusivity is0.43. The most dominant regions of negative diffu-
sivity for RM10S, labelled ‘A’ in Figs. 19b and 20b, occur aral the tallest block,
but there are similar regions just upstream of one of the tadbeist blocks (0.0136
m). Such regions of negative eddy diffusivity graduallyagipear with an increase
in height. However, the fact that they exist and can be quitersive suggests that
classical RANS modelling for the scalar would fail to captsignificant features of
the complex pollutant field. Such regions of counter-gnati#fusion have also been
observed within vegetation canopies (Finnigan, 2000).

6 Conclusions

The dispersion of a passive scalar area surface source Wordifferent urban-like
geometries that have the same plan area and frontal arefie®(’s, = A+ = 25%)

has been investigated using large eddy simulations and ax@dpvith the laboratory
experiments of Pascheke et al. (2008). Systematic gridkshieave shown that for
a surface area source the resolution has to be sufficiengytdimesolve the thin
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scalar boundary layer across which the scalar is tranghdsienulations were done
using a resolution of/64 near the area source for the C10S (the uniform height
array) anch/75 for the RM10S (an array of random height elements). Catal@ and
guantitative comparisons between simulations and exgerisnshowed reasonable
agreement. Within the mean canopy height of the area sounitdarge amounts of
scalar are observed in the wake of the obstacles and lowenramon front of the
obstacles. This regular pattern is particularly eviderthmregular cube array C10S
compared to the random height array RM10S. Fegm= 0.3 up to the mean canopy
height, the area-average concentration values of therscaRM10S are less than
C10S and the reverse is observed above the canopy top. Tdigito the strong
streamwise advection within the canopy and weaker adveetimve the canopy in
RM10S.

The variations of dispersive and turbulent scalar fluxe$ wigight have been
obtained; this would be an extremely challenging task irdf@ laboratory experi-
ments. These estimates are crucial in quantifying the staasport from different
types of roughness surfaces. The surface flux of the scatauisl to be larger for
the uniform height array compared to the random height awajch could be be-
cause of the higher turbulence intensities in the lattengery. Also, relatively larger
vertical flux is observed above the mean canopy height in RBTILOS exhibited
a regular pattern of higher surface flux values in front ottadl roughness elements
near the area source whilst RM10S showed higher surfacedlues mainly in front
of the tallest obstacles. On the leeward side and adjaceietdlock, because of
secondary recirculation region, relatively higher fluxuesd are observed compared
to the wake region. It was found that arouzjith ~ 0.1, the minimum advective fluxes
occur around the tallest roughness elements, whereagtuddnt flux is more or less
constant around all the blocks. Increasing surface fluxrimritons around blocks of
increasing height are observed. Eddy diffusivities areresged for the two geome-
tries and it is observed that these values are negative a toeations within the
mean canopy height. Standard RANS models would be quitel@talsapture such
regions, so concentrations elsewhere would also likelywadaquately predicted.

This study has clearly demonstrated that canopy ventilasiwery much affected
by the surface morphology and that large-eddy simulatichrtigjues can be suc-
cessfully used to explore such effects for surface scalarcss, provided near-wall
resolution is sufficient to resolve adequately the conedioin boundary layers on the
surfaces. Itis probable, nonetheless, that at full-sdiiel] Reynolds numbers, when
such boundary layers are relatively even thinner, paraisat®n of the concentra-
tion (or thermal) processes occuring near boundaries wilklquired. It is anticipated
that this can be achieved by using appropriate wall modeldde and/or scalar and
this will form the subject of a future publication.
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