Large-eddy simulation of dispersion: comparison between elevated and ground-level sources
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Abstract. Large-eddy simulation (LES) is used to calculate the concentration fluctuations of passive plumes from an elevated source (ES) and a ground-level source (GLS) in a turbulent boundary layer over a rough wall. The mean concentration, relative fluctuations and spectra are found to be in good agreement with the wind-tunnel measurements for both ES and GLS. In particular, the calculated relative fluctuation level for GLS is quite satisfactory, suggesting that the LES is reliable and the calculated instantaneous data can be used for further post-processing. Animations are shown of the meandering of the plumes, which is one of the main features to the numerical simulations. Extreme value theory (EVT), in the form of the generalized Pareto distribution (GPD), is applied to model the upper tail of the probability density function of the concentration time series collected at many typical locations for GLS and ES from both LES and experiments. The relative maxima (defined as maximum concentration normalized by the local mean concentration) and return levels estimated from the numerical data are in good agreement with those from the experimental data. The relative maxima can be larger than 50. The success of the comparisons suggests that we can achieve significant insight into the physics of dispersion in turbulent flows by combining LES and EVT.

PACS numbers: 47.27.Eq, 47.27.Jv
1. Introduction

The prediction of the instantaneous properties and behaviour of hazardous releases in the atmospheric boundary layer (ABL) by computational means is unreliable at present. The practical significance of concentration fluctuations in the atmospheric boundary layer usually falls into one of three categories: toxic effects, malodour, or flammability. Such concentrations may fluctuate very rapidly, both because the ambient flow is turbulent and also because the concentration cloud is frequently smaller than the scale of the background turbulent eddies. The meandering of the small plume caused by the large turbulent eddies may make a critical contribution to the variance of concentration fluctuations [1].

In the light of these factors, research is necessary to develop basic understanding and to improve our predictive capability. Existing approaches for addressing these issues are limited. Over the past couple of decades, large-eddy simulation (LES) has received increasing attention because of its ability to describe turbulence in more detail than closure models and its economy compared with direct numerical simulation. LES can contribute more to prediction of atmospheric flow and dispersion from sources as the meandering of the concentration plume and high intermittency of its fluctuations make the relative intensity of fluctuations even higher than 4.0 [1]. LES may be the most promising technical approach to simulating atmospheric flow and dispersion from small sources, because of the very large Reynolds number. Sykes et al [2] applied LES to numerically generate statistics of the fluctuating concentration field downstream of a localized source of a passive scalar. Meeder and Nieuwstadt [3] also studied the dispersion of a reactive plume from an elevated small source in the neutral atmospheric boundary layer by means of LES.

High concentrations of pollutants in the atmosphere, although usually of very low frequency, can be dangerous to human health or can exceed flammability or explosion limits. Modelling their occurrence is a challenge. LES can provide instantaneous three-dimensional flow and concentration data in the study of dispersion from a small source release. Unfortunately, we can normally only simulate ABL flows over a couple of hours (or wind tunnel flows over less than a minute) by LES, owing to current computer capabilities and the resulting high expense of extended simulations. Such a time duration cannot provide sufficient information to fix the upper tail of the probability density function (PDF), any more than normal experiments. Lack of detailed information of the upper tail of the PDF can make the standard estimation of extreme events severely biased.

Extreme value theory (EVT) is the branch of statistics concerned with modelling the tails of probability distributions and, hence, performing probability extrapolations. Classically, EVT
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[4] is referred as the Three-Types Theorem for Maxima, with types I, II and III widely known as the Gumbel, Fréchet and Weibull types, respectively. The work was extended by von Mises [5] and Jenkinson [6], who independently derived the generalized extreme value distribution (GEV) of these three seemingly disparate families. A typical application of this model is to fit the distribution to a series of maximum data (for instance, annual maximum rainfall). However, the technique of characterizing a GEV distribution just by using maximum data during some fixed period is obviously of low efficiency. Several techniques, such as point process characterization, threshold methods, the generalized Pareto distribution (GPD) [7], the r-largest order statistics method and so on, which manage to take more data into account, have been proposed to obtain higher data-using efficiency.

At present, EVT is used in a wide variety of scientific and economic disciplines, but the most relevant application area may be environmental design. It has also been applied to the study of atmospheric dispersion with some success [8, 9]. However, there are many open problems worth further study. In the present paper, we couple LES and EVT to overcome the manifest limitations of existing approaches and to provide a capability that neither can provide alone. Wind tunnel measurements are also used for validation.

2. LES for turbulent flow over a rough surface

We consider incompressible air flow over a rough surface at very high Reynolds number. The flow is periodic in the horizontal directions. At the top of the domain, stress-free conditions are imposed. At the bottom boundary a wall model relates the surface stress to the tangential velocity components at the first inner grid point. A new wall model is proposed which exhibits more satisfactory performance than previous models for the LES of the turbulent boundary layer over a rough surface [10], which is written as follows:

$$\frac{\tau_{xx}}{u_*^2} = \frac{1}{U_a} \left[ \langle u \rangle + \beta \left( \frac{(u - \langle u \rangle)^2}{u_*^2} \right)^{n/2} (u - \langle u \rangle) \right] , \quad n \geq 0 ,$$

(1)

where $U_a$ is the mean streamwise velocity at the first grid location from the wall; $\beta$ is evaluated theoretically. By setting $n = 0$ the wall model of Thomas and Williams is recovered [11]. The model with $n = 2$ appears to be close to optimal.

To quantify the subgrid viscosity, we use the mixed-scale model (MSM) of Sagaut [12]. The MSM expresses the subgrid viscosity in terms of the local strain-rate scalar $S = \sqrt{2S_{ij}S_{ij}^\ast}$, the subgrid kinetic energy $q$ and a filter width $\Delta$, as follows:

$$\nu_\xi(\alpha) = c_M S^{\alpha} q^{(1-\alpha)/2} \Delta^{1+\alpha} .$$

The standard MSM of Sagaut [12] has $\alpha = 1/2$ and the corresponding constant $c_M$ is equal to 0.064. The filter width is evaluated in a standard manner as $\Delta = (\Delta x_1 \Delta x_2 \Delta x_3)^{1/3}$. The subgrid kinetic energy $q$ is estimated using a test filter as commonly employed in dynamic SGS procedures.

The momentum equations are discretized in space using a second-order central differencing finite-volume method. We use a staggered grid which is uniform in both horizontal directions and slightly stretched in the vertical direction. All quantities (including the passive scalar) are advanced in time through time splitting with two steps, giving a second-order explicit scheme.

The numerical results are judged by comparison with the wind tunnel measurements. We choose the boundary layer depth $D$ and friction velocity $u_*$ as reference length and reference velocity. The computational domain size is $4D \times 1.375D \times D$. The roughness element height $z_h$
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Figure 1. Left: Streamwise mean velocity. Lines, LES; solid, with new wall model; broken, with Schumann’s wall model; symbols, measurements. Centre: Turbulent kinetic energy. Lines, LES: broken, resolved; dotted, sub-grid; solid, total; symbols, measurements. Right: Spectra. Lines, LES; solid, fine mesh; broken, medium mesh; symbols, measurements; top, of streamwise velocity; bottom, of vertical velocity.

is 0.0125\(D\) and the roughness length \(z_0\) is 0.00114\(D\). We discretize the computational domain on a fine mesh of \(256 \times 128 \times 128\), which is the default mesh; a medium mesh of \(128 \times 64 \times 64\) is also used for comparison. Some results are shown in figure 1, where the spectra are obtained at the height \(z = 0.44D\), which is the height of the elevated source.

3. LES for dispersion of small source release

The filtered governing equation of the scalar is written as follows:

\[
\frac{\partial c}{\partial t} + \frac{\partial u_j c}{\partial x_j} = \frac{\partial}{\partial x_j} \left[ (K_s + K_m) \frac{\partial c}{\partial x_j} \right],
\]

where \(K_s\) and \(K_m\) are the subgrid turbulent diffusivity and molecular diffusivity, respectively. Up to now most studies of heat transfer or concentration dispersion problems [2, 3] have applied a subgrid eddy viscosity combined with a subgrid eddy Prandtl number or Schmidt number, which are set as constant or calculated dynamically. In the present study, we adopt the above concept using a constant Schmidt number with a value of 1.2,

\[K_s = \nu_s/Sc,\]

where \(\nu_s\) is the subgrid viscosity [10] and \(Sc\) the Schmidt number. Numerical experiments have been performed to check the sensitivity to Schmidt number, and we have found that values around 1.2 yields very small variations of the results. \(K_m\) is small in our simulation, since the Reynolds number is large, but is nevertheless included.

The scalar transport equation is discretized in space using the second-order finite-volume method. The diffusion term is discretized by central differencing. However, some attention
needs to be paid to the convection term. Firstly, we must avoid negative concentration which can be generated by the so-called overshoot from central differencing. Secondly, we must avoid numerical diffusion, as the gradient of concentration may be very high at the edge of plume cloud. Following extensive numerical experiments with a variety of schemes, we use the SMART bounded quadratic upwind scheme to discretize the convection term. This is a well-verified scheme with low numerical diffusion and second-order accuracy, which successfully avoids generating negative concentration and does not cost much additional computation.

The formulae of the SMART scheme based on the literature published by Waterson and Deconinck [13], are given as follows:

\[ c_w = c_W + 0.5 \times B(r) \times (c_W - c_{WW}), \]

\[ r = \frac{c_P - c_W}{c_W - c_{WW}}, \]

\[ B(r) = \max[0, \min(2 \times r, 0.75 \times r + 0.25, 4)]. \]

To make the expression clear, in the above equation, it is assumed that the instantaneous velocity is from west to east; thus cell \( W \) is on the upwind side of cell \( P \), cell \( WW \) is on the upwind side of cell \( W \) and \( w \) denotes the west cell face of cell \( P \). The LES code does not make that assumption and is more general.

We study the turbulent dispersion of a steady source release in a neutral atmospheric boundary layer. The diameter of the small source size is 4 mm (outer) and 3.4 mm (inner) for both the ground-level source (GLS) and the elevated source (ES) in the experiment, where the depth of the boundary layer (\( D \)) is approximately 400 mm. The size of the source in the simulation is very carefully chosen to match the experiment. However, there is still a little difference between them. In the LES, at the inflow boundary the scalar is prescribed in the form of a Gaussian function with a S.D. 0.1 times the vertical local grid for a normal size source (default source size) for both ES and GLS, effectively concentrating the source in a single finite-volume cell. The elevated source is located at approximately \( 0.44D \), while the ground-level source is located close to the rough lower surface, i.e. at \( z = 0.0078D \) for the LES and at \( z = 0.0070D \) for the experiment. Figure 2(a) shows the maximum mean concentration \( C_{peak} \) in the cross-plume plane at the streamwise positions, normalized by the maximum mean concentration.
at $x/D = 0.575$. The trend of the maximum mean concentration with downstream position for ES and GLS are slightly different. Figure 2(b) shows the relative concentration fluctuations, where $C_{\text{peak}}$ is the maximum mean concentration, and $c_{\text{rms}}$ is the maximum rms on the vertical central line ($y = 0$) at each $x$ station. For the ES, both measurements and the LES predict larger relative intensities than Thomson’s model [14], which was proposed to suit homogeneous turbulence.

Turning to the comparison between measurements and LES, the difference may be accounted for in several ways, such as the slight difference of resolution and source size. For the GLS, the results are in good agreement with the current measurements and the experimental data of Fackrell and Robins [1]. Since the mean maximum concentration decreases approximately with a power law, figure 2(a), the contribution of the background noise to $c_{\text{rms}}$ in the experiments is not likely to be small; this is likely to be the main factor resulting in an overestimation of the relative concentration fluctuation at the point farthest downstream. However, we believe that the effect of the background noise can be reduced with improvement of the quality of the equipment.

Vertical profiles of mean concentration and $c_{\text{rms}}/C_{\text{peak}}$ are plotted in figure 3 for ES, and figure 4 for GLS. The comparison between LES results and measurements is quite reasonable. For the GLS, the maximum concentration at all downstream stations is always at ground level,
although in figure 3(b) there are some random components in both LES results and measurements at the far downstream positions, owing to the limited sampling time. Referring to figure 4(b), for the GLS in the wind-tunnel experiment, the velocity of the flow from the source itself was higher than the background mean velocity. Since the GLS background mean velocity is much smaller than at the ES height, it is very difficult to match the GLS background mean velocity. The effect of the jet is to make the turbulent mixing stronger for the GLS and it presumably makes the off-ground peak occur earlier in measurements than in the LES. On the other hand, although the numerical scheme is of low numerical diffusion and second-order accurate, the mesh resolution very close to the source is not fine enough to fully resolve the plume, which may induce numerical errors. However, it must be pointed out that the measurements of Fackrell and Robins [1] also show a peak off the surface. At stations further downstream, the location of maximum $c_{rms}$ in the LES is in reasonable agreement with the measurement.

A double-peak behaviour can be found in the lateral profiles of $c_{rms}/C_{peak}$ far downstream from the source (approximately $x > 0.95D$) for the GLS. This is due to the fact that the size of the plume far downstream from the source is larger than that of the turbulence, making the location of the plume nearly fixed at ground level and making the meandering less. Hence, at the edge of the plume, the concentration is highly intermittent. For the elevated source (ES), the scale of the plume is initially smaller than that of the turbulence, and so meandering plays a very important role.

Figure 4. (a) Vertical profiles of mean concentration, plume centre; (b) vertical profiles of $c_{rms}/C_{peak}$. GLS: A, $x = 0.575D$; B, $x = 0.95D$; C, $x = 2.7D$. ——, LES; ◦, measurements.
Figure 5. Instantaneous concentration time series at $x/D = 2.7$ and at the height of the source: (A) ES, (B) GLS.

Figure 6. Animations of 2-D contours of instantaneous concentration at the height of the source: (a) ES; (b) GLS.

Figure 5 shows that the time series of instantaneous concentration for ES and GLS are quite different from each other. The meandering of the plume plays a very important role for ES and consequently the intermittency is quite significant. In contrast, the meandering is not as important for GLS since the vertical scale of the plume always exceeds that of the turbulence, and the vertical dispersion progresses as in the far field.

Figures 6(a) and (b) show two short animations of contours of instantaneous concentration on a horizontal plane at the height of the sources for ES and GLS, respectively. The contour levels for the both figures are: 0.0001, 0.0005, 0.001, 0.005, 0.01, 0.05 and 0.1, which are respectively 0.0042, 0.021, 0.042, 0.21, 0.42, 2.1 and 4.2 times $C_{\text{peak}}(x = 0.575D)$ for ES; and 0.014, 0.071, 0.14, 0.71, 1.4, 7.1, and 14 times $C_{\text{peak}}(x = 0.575D)$ for GLS. Note the scalar is prescribed at the inflow boundary in the form of a Gaussian function with a standard deviation 0.1 times the
vertical local grid for both ES and GLS, and the peak of Gaussian function is set as 1. In figure 6(a) the meandering is quite evident. In particular, at a fairly large proportion of downstream stations the concentration is frequently zero, making the intermittency very high (also see figure 5(a)). Disconnection of concentration clouds can constantly be seen in figure 6(a), confirming the behaviour observed in figure 5. Dispersion is more evident in figure 6(b), while meandering in the lateral direction is weak. Disconnection of concentration clouds is never seen in 6(b).

Figures 7(a) and (b) show animations of 3D contours of instantaneous concentration for ES and GLS, respectively. The contour values for ES and for GLS are $10^{-4}$ and $5 \times 10^{-5}$, respectively. The maximum mean concentrations for ES and for GLS at the farthest downstream station $x/D = 8$ are $1.8 \times 10^{-4}$ and $1.1 \times 10^{-4}$, respectively. The normalized duration $T_d U_\infty / L_x$ for ES is 1, while it is 1.5 for GLS; $T_d$ is the animation duration. The dataset processed here is collected from an LES with mesh $512 \times 128 \times 128$. Since there are hundreds to thousands of time steps to be stored, the dataset size can be hundreds of gigabytes. To save hard disk space, a technique was developed and applied in which only the concentration exceeding a threshold and the coordinates of the corresponding cell are sampled and recorded.
on hard disk for later post-processing, since only the concentration exceeding the threshold is of interest.

In the animation in figure 7(a), the plume twists and meanders significantly in both vertical and lateral directions, particularly in the near-source area of the domain. The frequency of meandering and twisting is higher close to the source than far downstream. The frequency of meandering heavily influences the return period of the extreme concentration, discussed in detail in section 5. In the near-source region even small-scale turbulent eddies can convect the whole of a small plume efficiently, and the time scale of the small-scale turbulent eddy is normally small. Far downstream from the source, the size of the plume is larger and only the dominant large turbulent eddies can efficiently convect the whole plume and make the meandering evident. The time scale of the large-scale turbulent eddies is normally large. Note that the amplitude of meandering of the plume in the vertical direction is in the same scale as that in the lateral direction. With the interaction of the meandering in lateral and vertical directions and the strong convection in streamwise direction, the dispersion of the plume near the source is modest in figure 7(a), which is also evident from the plot of plume width (figure 3). We also note in figure 7(b) that the meandering is weak in the lateral direction, while in the vertical direction there is no meandering because of the presence of the wall. In the near-source area for GLS, the dispersion of the plume is stronger than that for ES.

4. EVT prediction

The GPD is applied to model extreme events exceeding a high threshold \( u \) in the time series:

\[
\text{Prob}(\Gamma \leq u + \phi \mid \Gamma > u) = G_{\xi \sigma}(\phi) = 1 - \left(1 + \frac{\xi \phi}{\sigma}\right)^{-1/\xi},
\]

where \( \Gamma \) is physical quantity, \( \phi, \xi \) and \( \sigma \) are argument, shape and scale parameters, respectively and \( \sigma > 0, \phi > 0, 1 + \xi \phi/\sigma > 0 \). \( \xi \) and \( \sigma \) need to be fitted by likelihood method [15]. It is known that \( \xi \) is independent of \( u \), while \( \sigma \) depends linearly on \( u \); \( \xi < 0 \) for GPD to have a finite upper limit [9].

In environmental studies the quantity of most interest is the return level, which is defined (loosely) as the value which we expect will be exceeded on average once in a given period, i.e. return period. A more precise definition of return level can be given [15]. Let \( \tau \) denote the return period, \( \nu \) the crossing rate of the threshold \( u \) and \( r \) the return level (note \( r > u \)). The crossing rate \( \nu \) is the exceedances above the threshold \( u \) per fixed period (year, hour or second, etc). From equation (4), the average crossing rate of level \( r \) is \( \nu[1 + \xi(r - u)/\sigma]^{-1/\xi} \), which is set equivalent to \( 1/\tau \) to obtain

\[
r = u - \left[1 - (\nu \tau)^{1/\xi}\right]\sigma/\xi,
\]

where the return level \( r \) is independent of the threshold \( u \). Provided \( \xi < 0 \), the local maximum \( \Gamma_0 \) is deduced from the above equation:

\[
\Gamma_0 = u - \sigma/\xi.
\]

There is a trade-off in threshold choice: thresholds which are too low incur bias due to invalidity of the asymptotic argument; thresholds which are too high have few exceedances processed and so sampling variability is high. An useful diagnostic tool is to apply one characteristic of the GPD distribution [9],

\[
E(\Gamma - u \mid \Gamma > u) = \frac{\xi(u - \Gamma_0)}{1 - \xi},
\]
where $E$ is the mean excess function, provided $\xi < 0$. This tool is realized by a mean excess plot in which the mean difference between the exceedances and the threshold against threshold is plotted. Hence, if the asymptotic approximation is correct, the mean excess plot should be a straight line with slope $\xi/(1 - \xi)$ and intercept $-\xi \Gamma_0/(1 - \xi)$. Quantile–quantile plots are also used to find a suitable threshold, and to check the goodness of fitting.

A simple numerical experiment was conducted to verify the utility of EVT. The dispersion of the ES release was calculated by LES on a coarse mesh up to several million time steps, while the instantaneous concentration was recorded. Time series with different durations (from 10 thousand to 3 million steps) were processed separately using EVT. The results are plotted in figure 8, where the EVT-predicted solid lines are quite comparable with one another, and the 95% confidence intervals tend to decrease with increasing duration. In particular, comparing the left-top figure with the right-bottom figure, the predicted return level (the solid line) at 500 normalized return period is nearly 0.7 in the former, while an observation (the last circle) at approximately 500 normalized return period is found close to 0.7 in the latter (forget the lines for the moment). This illustrates that the return period of the occurrence of an extreme event has been successfully predicted by EVT processing a short-duration time series.

The concentration data processed using EVT are collected from both LES and experiments. Instantaneous concentrations are recorded at many typical locations. All the time series have been carefully assessed by checking the sampling errors. The data for processing by EVT are assumed to be independent and identically distributed. However, since the dispersion is driven by the convection of turbulence eddies, data from both LES and experiments are largely
autocorrelated. Although the assumption of the dependence is not crucial, it will affect the ability to calculate reliable confidence intervals [9]. A technique of ‘declustering’ is applied to pre-process the data before GPD is fitted [8, 9, 15] by specifying a threshold $u$ and a cluster time interval $T_c$. Specifically, exceedances are considered to belong to the same cluster when the interval between them is shorter than the cluster interval. Only the maxima of the clusters are retained to form the new series, which is considered independent. The cluster interval should be related to the scale of autocorrelation of the time series. Nevertheless, Smith [8] argued that the threshold and cluster interval are both to some extent arbitrary. He recommended that different values be used for comparison. In order to validate the fitting process, for each series, we chose several different cluster time intervals and thresholds, and checked the stabilities of the fitted parameters ($\xi$ and $\sigma$) and the estimated local maxima ($\Gamma_0$), and the size of the standard errors. Also the mean excess plots and the quantile–quantile plots have been checked. Then the optimum cluster time interval and threshold are chosen for each time series. Only two sets of time series are processed here, one located at the height of the source for the ES and the other located at the ground level for the GLS.

To check the robustness of the predictions, the GPD parameters generated from fits to various durations of data, up to the maximum gathered, are compared. These series with different durations are processed using the same threshold and cluster time interval, and the shape parameter $\xi$ and scale parameter $\sigma$ and the local maximum $\Gamma_0$ are studied as functions of the duration of data used for the fit. One typical example is shown in figure 9. Note that the parameters tend to constants for the longer series durations, demonstrating the process is robust.

Recall that the shape parameter $\xi$ is negative in the current case, which restricts the GPD to a finite upper limit. Lower $\xi$ (larger absolute value) makes the return level approach the upper limit closely in a shorter return period (see equation (5)). The parameter $\xi$ tends to decrease with downstream distance for the GLS, which can be interpreted as evidence of meandering and intermittency quickly becoming much weaker further downstream (see figures 2(b), 6 and 7).
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However, the trend of parameter $\xi$ further downstream for the ES is not as obvious for the GLS, perhaps owing to the short downstream distance. Much longer downstream distances may be needed to obtain certain trends of $\xi$ for ES than that for GLS. Although the meandering and intermittency decrease gradually downstream for ES, this seems to have no obvious impact on the tendency of the shape parameter.

Figure 10 shows the relative maxima and return levels at several downstream locations for GLS and ES, where the relative maxima and relative return levels are, respectively, defined as EVT-predicted maximum concentration (upper limit $\Gamma_0$, see equation (6)) and return levels normalized by local mean concentration. Despite the large confidence intervals for LES, the relative maxima and return levels for LES are all in good agreement with those for the measurements, except the comparison at $X/D = 2.7$ for ES. Note that the relative maxima are over 40 for ES at $X/D = 2.7$. Compared with figure 10(A) for GLS, the magnitude and the trend against downstream distance of the relative maximum in figure 10(C) for ES are quite different. This suggests that the turbulence has a large effect on the extreme concentrations, since the

---

**Figure 10.** Relative maxima and return levels. Bars: 95% confidence intervals; $\triangle$ LES; $\circ$ measurements. (A) GLS, relative maxima; (B) GLS, return level for return period of 3.6 times of whole LES duration; (C) and (D) ES, as (A) and (B), respectively.
local turbulence in the near-wall region is quite different from that at the height of the ES. We note that figure 10(C) is very similar in shape to the plot of relative intensity of fluctuations for ES, where the peak is located around $X/D = 2.0$ as well. Sykes et al [2] pointed out that the relative intensity of the fluctuations for an ES decays towards zero downstream. In figure 10(C), there is an evident decay downstream. However, the trend far downstream for both relative intensity and relative maximum for GLS still remains an issue. From the current LES data and measurements for the GLS (see figure 2), the relative intensity has a very slight drop at $x/D = 1.0$. Downstream of $x/d = 2.0$ it clearly approaches a constant. The relative maximum still has a slight drop beyond $x/D = 4.0$, which makes the downstream trend not so obvious.

We note that far downstream the local maximum $\Gamma_0$ is approached in a shorter duration than close to the source. Note that the far downstream time series are ‘denser’ (fewer zeros or very low concentration values and more peaks) due to the weak meandering and intermittency. From such a time series, less $\xi$ (larger absolute value) is obtained; hence, the return level approaches the upper limit more closely in a return period (see equation (5)).

The effects of the source size on the centreline relative concentration fluctuations have also been investigated using LES. For a bigger source in the LES, the scalar at the inflow boundary is also prescribed in the form of a Gaussian function with a standard deviation equivalent to the vertical local grid, allowing the source to spread over about two finite-volume cells. Recall that the normal size source mainly concentrates in a single cell, which may induce some numerical errors very close to the source. This may be manifest as an effectively larger source in the near-source area. We note that close to the source, the effects of source size are remarkable, while far from the source this effects tend to disappear. Fackrell and Robins [1] investigated the source size effects by means of wind tunnel measurement; they found the maximum relative intensity ranging between 1.3 and 5. They also found that the influence of the source size decreases further downstream.

In the present paper, more attention is paid to the source size effect on the extreme concentration. Since the source size influences the meandering significantly, the meandering effect on the concentration maxima is also studied here. Figure 11 shows the source size effect on the concentration maxima (upper limit). In figure 11 (right), the maximum concentration for the larger source is higher than that for the normal size source over the whole distance, owing to the larger volume of passive scalar released at the inflow boundary in the former case. In figure 11 (left), the source size effect is quite evident close to the source. The relative maxima for the normal size source are much larger than those for the bigger source. Since the meandering...
Large-eddy simulation of dispersion

of the plume is more important for a smaller size source, we ascribe the dramatic difference to the meandering. Further downstream from the source, the size effect becomes less important because the meandering becomes weaker and plays a less important role.

5. Conclusion and discussion

Concentration dispersion from elevated and ground-level sources over a rough wall has been investigated by comparing numerical data from LES with measurements. Our success in simulating fluctuation levels for ES and GLS indicates that our wall model, SGS model and numerical scheme are quite satisfactory.

The significant difference between the two cases previously found in the experiment is realized successfully in LES. Furthermore, this difference is intensively investigated comparing the relative concentration fluctuations and the animations of contours of instantaneous concentration. In particular, the meandering, which contributes greatly to the relative concentration fluctuations and the relative maxima, can be considered a key to differentiating the scalar field for the ES from that for the GLS.

The relative maxima and return levels estimated by EVT from numerical data are in good agreement with those from experimental data. A remarkable difference of occurrence of extreme concentrations is found between elevated source release and ground-level source release, suggesting that the turbulence has a large effect on the occurrence of very large concentrations. It is noted the plots of relative maxima are more or less similar in shape to the relative intensities. (If there is a simple relation between the relative maxima and relative intensities or a higher order moment, a lot of work could be saved to obtain the relative maxima.) Our conclusion is that not only can EVT be used with remarkable success on both LES and experimental data to predict the occurrence of rare events and PDF tails, but this method also gives rise to new insights into the physics and statistics of dispersion in the shear-driven atmospheric boundary layer.
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