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Abstract

This paper presents a Nash equilibrium model where the underlying objective functions involve un-
certainty and nonsmoothness. The well-known sample average approximation method is applied to solve
the problem and the first order equilibrium conditions are characterized in terms of Clarke generalized
gradients. Under some moderate conditions, it is shown that with probability one, a statistical esti-
mator (a Nash equilibrium or a Nash-C-stationary point) obtained from sample average approximate
equilibrium problem converges to its true counterpart. Moreover, under some calmness conditions of
the Clarke generalized derivatives, it is shown that with probability approaching one exponentially fast
by increasing sample size, the Nash-C-stationary point converges to a weak Nash-C-stationary point of
the true problem. Finally, the model is applied to stochastic Nash equilibrium problem in the wholesale
electricity market.

Key words. Stochastic Nash equilibrium, exponential convergence, H-calmness, Nash-C-stationary
point.

1 Introduction

Let X;, i = 1,--- i, be a closed convex subset of IR™, where 7 and n; are positive integers. Let X_; =
XXX X1 X X1 x---x X; with “x” denoting Cartesian product. We consider the following stochastic
Nash equilibrium problem: find z* := (7, - - ,x:) € X1 x -+ x X; such that
Pi(x],x*;) = mig Elvi(zs, 2% ;,E(W))], for i =1,---,1, (1.1)
T e€X;
where x_; = (1, ,®i—1, Tit1, -, x;) € X4, vi(-,2_;,&) : R™ — R is Lipschitz continuous, { : Q@ — = C

IR” is a random vector defined on probability space (§2, F, P), E denotes the mathematical expectation with
respect to the distribution of the random vector £. In the context of game theory, ¥;(xf, z* ) is the optimal
value of player i at equilibrium z*. We make a blanket assumption that E[v;(z;, x_;,§)] is well defined for
allz; € X;and x_; € X_;, i =1,--- 1, and an equilibrium of (1.1) exists. To ease the notation, we will use
¢ to denote either the random vector &(w) or an element of R¥, depending on the context.

Nash equilibrium models have been well studied and have found many applications in economics and
engineering, see for instances [16, 44, 20] for recent development on the topic. The Nash equilibrium model
(1.1) has two specific features: one is that the underlying functions involve some random variables, the other
is that these functions are not necessarily continuously differentiable with respect to the decision variables.
The nonsmoothness of v; allows us to broaden the scope of the model (1.1) to include the following two stage
stochastic Nash equilibrium problem

Ter?(l%() Elfi(zi, 2—i, y(w), €(w))] (1.2)
s.t. y(w) € F(z,€(w)), ae weQ,

where f; is a continuously differentiable function of x;, z_;,y and &, and F(z,£(w)) is a closed subset of R™.
To see this, let v;(x;, z_;,&) denote the optimal value function of the following second stage problem:

Hlyil’l fz(xza T—iy Y, é)

st.  ye F(z,f). (1.3)
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It is well known (see e.g. [33, 39]) that under some metric regularity conditions of F(z,§), v;(x;, x_;, &)
is locally Lipschitz continuous. Moreover, under some moderate conditions, (1.2) is equivalent to (1.1)
and (1.3), see [57, 64]. A particular interesting case is when F(z,£(w)) is the solution set of a parametric
generalized equation, that is,

F(x, &) ={y e R™:0 € H(z,y,&) + No(y)}, (1.4)

where @ is a closed subset in IR™ and Ng(y) denotes the Clarke normal cone to set @ at point y. In such a
case, we call (1.2) two stage stochastic equilibrium program with equilibrium constraints (SEPEC) in that the
generalized equation in (1.4) often represents an equilibrium in practical applications. Another interesting
case is when F(z, &) is presented by a system of equalities and inequalities, that is,

Flz,8) ={y e R™ : h(z,y,§) = 0,9(x,y,£) < 0}, (1.5)

where h and g are some continuous vector-valued functions. In such a case we call the corresponding Nash
equilibrium problem (1.2) the two stage stochastic generalized Nash equilibrium (SGNE) problem. Here
“generalized” is used to distinguish the Nash model where players strategy spaces are independent. Mathe-
matically, equalities and inequalities can be recovered from the generalized equation in (1.4) by considering
a specific set ), which means SEPEC subsumes SGNE. In Section 6, we will discuss applications of the
stochastic Nash equilibrium model (1.1) and the two stage SEPEC model (defined by (1.2) and (1.4)) in
electricity markets.

Note that stochastic Nash equilibrium/game is not a new concept. Over the past few decades, various
stochastic Nash equilibrium models have been proposed to study specific practical decision making problems
which involve random data as well as multiple decision makers who are in a competitive relationship. For
instance, Watling [69] proposed a stochastic Nash equilibrium model in transportation and Ngo and Krishna-
murthy [41] considered a stochastic Nash equilibrium model for signal transmission in wireless networks [41].
Haurie, Zaccour and Smeers [20] introduced an S-adapted open-loop equilibrium model which is essentially
a two stage SGNE. In a more recent development, DeMiguel and Xu proposed a two stage multiple-leader
stochastic Stackelberg Nash-Cournot models for future market competition [14], Henrion and Romisch [22],
and Zhang, Xu and Wu [77] proposed two stage stochastic equilibrium program with equilibrium constraints
(SEPEC) models for electricity markets [22, 77]. A broader literature review of the subject of stochastic
equilibrium/game may also include Harsanyi’s Bayesian equilibrium model [19], Aumann’s correlated equi-
librium model [7], Shubik and Sobel’s Markov perfect equilibrium model and Klemperer and Meyer’s supply
function equilibrium model [34] although they may have different mathematical formulations.

An important and challenging issue concerning the stochastic Nash games or equilibrium problems is
existence of an equilibrium. The issue is fundamentally related to existence of a solution to a variational
inequality or more broadly to solvability of generalized equations both of which have been intensively inves-
tigated in the literature in deterministic case, see for example [17] and [5]. Recently, Ravat and Shanbhag
[47] related a class of convex stochastic Nash equilibrium problems (similar to (1.1)) to so-called per sce-
nario stochastic Nash games whereby games are played after realization of the uncertainty. In doing so,
they developed tractable sufficient conditions for the existence of an equilibrium of the the former on the
basis of the equilibrium conditions for the latter. Moreover, Vorobeychik [68] considered a stochastic Nash
game where each player has a finite number of pure strategies, i.e., X; in (1.1) is a finite discrete set, and
investigated asymptotic analysis of empirical games over the joint mixed strategy space.

This paper concerns numerical methods for solving (1.1). In particular, we deal with the complications
resulting from the randomness and nonsmoothness. Note that if one knows the distribution of ¢ and can
integrate out the expected value E[v;(x;, z_;, §)] explicitly, then the problem becomes a deterministic mini-
mization problem. Throughout this paper, we assume that E[v;(x;, z_;, )] cannot be calculated in a closed
form so that we will have to approximate it through discretization.

One of the best known discretization approaches is the Monte Carlo simulation based method. The basic
idea of the method is to generate an independent and identically distributed (i.i.d.) sampling &!,--- &V of
¢ and then approximate the expected value with the sample average. as £. The objective function of (1.1)
is approximated by

N
1
O (24, m3) = ~ Zvi(fﬂi,fﬂ—iafk)
k=1



for i =1,--- 1, and consequently we may consider the following sample average approximate Nash equilib-

rium problem: find zV := (z¥,- .- ,mfv) € X x --- x X; such that
IN (2N, 2N = mig ON (x5, 2,), fori=1,--- 4. (1.6)
TiEX,

We refer to (1.1) as the true problem and (1.6) as the Sample Average Approzimation (SAA) problem.
Naturally we will use 2V as a statistical estimator of its true counterpart. SAA is a very popular method in
stochastic optimization and it is also known as Sample Path Optimization (SPO) method [50]. There has
been extensive literature on SAA and SPO. See recent work [3, 32, 53, 62, 11, 38, 71, 64] and a comprehensive
review by Shapiro in [61].

Our focus here is on the convergence (also known as asymptotic consistency in some references) of zN to
its true counterpart as the sample size N increases. This includes two cases: (a) 2™ is Nash equilibrium of
(1.6), (b) 2V is a Nash stationary point (to be defined in Section 3) of (1.6). The notion of Nash stationary
point is proposed by Hu and Ralph [26] (they called Nash-stationary equilibrium) for modeling a bilevel
game in an electricity market.

There are essentially two ways to carry out the convergence analysis: one is through convergence of
function values, that is, the convergence of 9V to E[v;(x;,z_;,€)] as N tends to infinity. This approach
has been widely used in SAA method for stochastic optimization problems. See [61] and references therein.
The other is through the convergence of derivatives of 92V, that is, by considering the first order equilibrium
condition of (1.6). This approach has also been used recently in stochastic programming for analyzing
convergence of stationary points of sample average optimization problems, see for instance [63, 71, 72].
There are also other ways such as epi-convergence where convergence of optimal values and solutions are
investigated through the asymptotic consistency of epi-graphs of objective functions, see [32].

In this paper, we investigate the convergence of {z} through the first order equilibrium condition of
the true problem (1.1) rather than through (1.1) itself because the latter involves i stochastic optimization
problems whose decision variable of one problem becomes a parameter of another problem. In contrast,
the first order equilibrium conditions can be presented under a unified framework of generalized equations
with @;, i = 1,-+- i being treated equally as variables. The main disadvantage of this approach is that
the first order equilibrium conditions may involve set-valued mappings in the case when v;(z;, x_;, ) is not
continuously differentiable in x;. Note that when v;(x;,z_;, &), i = 1,--- 4, is continuously differentiable
with respect to x;, the first order equilibrium condition of (1.6) reduces to a variational inequality problem
or a nonlinear complementarity problem [14].

We investigate almost sure convergence and exponential convergence of V. The former concerns whether
or not the statistical estimator of an SAA problem converges to its true counterpart. This type of convergence
is usually obtained by applying classical uniform strong law of large numbers (SLLN) ([55, Lemma Al]) to
the underlying functions which define the statistical estimator. The uniform SLLN requires the random
functions to be Lipschitz continuous. More recently, the classical uniform SLLN has been extended to
random outer semicontinuous random compact set-valued mappings [63, Theorem 1]. The extension allows
one to analyze statistical estimators defined by set-valued mappings, e.g. stationary points characterized by
Clarke generalized gradients in stochastic nonsmooth optimization, see [63, 72].

Almost sure convergence does not address the rate of convergence and exponential convergence does.
A popular way for the latter is to use the well-known Cramer’s theorem in large deviation theory [13] to
investigate the probability of the deviation of a statistical estimator from its true counterpart as sample
size increases and show that the probability goes to zero at exponential rate of sample size. Over the past
few years, various exponential convergence results have been established for sample average approximate
optimization problems and the focus has been largely on optimal solutions and/or optimal values. See for
instance [28, 53, 62, 61, 11, 64] and the references therein. Similar to almost sure convergence, exponential
convergence of a statistical estimator in stochastic programming is usually obtained by the uniform expo-
nential convergence of the underlying functions which define the estimator. It also requires some additional
sensitivity conditions which ensure the deviation of a statistical estimator is bounded by that of the un-
derlying functions defining it, see for instance, second order growth condition in [59, 53]. More recently,
Homem-de-Mello [27] derived exponential convergence of the SAA optimal solution to its true counterpart
without a second order growth condition.

In this paper, the underlying functions of (1.1) and (1.6) are not necessarily continuously differentiable and
consequently their first order equilibrium conditions have to be characterized in terms of generalized gradients.



We investigate both almost sure convergence and exponential convergence of {zV} through the first order
equilibrium conditions. Since generalized gradients are usually set-valued mappings, the convergence results
in the literature we have reviewed cannot be used in our setting. Consequently our analysis will be carried out
through some kind of uniform semi-convergence of sample average random mapping. The main challenges
and complications arise from the necessity to establish exponential convergence of sample average of the
generalized gradients which characterizes {x™V} in the first order equilibrium conditions.

The key steps we take to tackle the challenges and complications are as follows: we derive a uniform
exponential convergence for sample average H-calm random functions, Proposition 4.1, and then apply it to
the support function of random set-valued mappings and establish one sided uniform exponential convergence
of sample average random set-valued mappings through Hérmander’s formula (Theorem 4.3). By using a
sensitivity result (Lemma 4.1), we translate the uniform set-valued convergence (Theorem 4.3) into to that
of the SAA Nash-stationary points (Theorem 4.4).

As far as we are concerned, the main contributions of this paper can be summarized as follows:

(a) We propose a general stochastic Nash equilibrium model where the underlying function may be nons-
mooth and nonconvex and apply the well-known sample average approximation method to solve it.

We establish two types of convergence: almost sure convergence and exponential convergence for
the Nash equilibrium estimator obtained from sample average Nash equilibrium problem. The a.s.
convergence consists of two parts: a.s. convergence of Nash-C-stationary points (Theorem 4.1) and
a.s. convergence of Nash equilibrium (Theorem 4.2) both of which are established under moderate
conditions.

The exponential convergence (Theorem 4.4) addresses the rate of convergence of Nash-C-stationary
points. As far as we are concerned, this is the first result which shows the exponential convergence of
the SAA estimators of the Nash stationary points of nonsmooth stochastic Nash equilibrium problems.
This result is established through the uniform exponential semi-convergence results, Proposition 4.1,
under H-calmness. The latter is an extension of [46, Lemma 3.5]? , a core result that Ralph and Xu
used to establish exponential convergence of SAA generalized equations ([46, Theorem 3.6]). Note that
[46, Theorem 3.6] is obtained under some metric regularity type condition while our main convergence
result, Theorem 4.4, is obtained without such a condition.

There are a couple of other papers that may be related to the exponential convergence results in this
paper. Shapiro and Xu [64, Theorem 5.1] established a uniform exponential convergence of a class
of Hélder continuous random functions. This result has been widely used to analyze SAA optimal
solutions, stationary points and equilibria where the underlying functions are single valued and Holder
continuous. Obviously [64, Theorem 5.1] cannot be used to analyze Clarke stationary points/equilibria
because the underlying functions of the latter are not Hélder continuous in general. Homem-De-Mello
[27] also presented an exponential result for SAA optimal solutions under Lipschitz continuity, see e.g.
[27, Theorem 2.3]. His result makes two interesting contributions: (i) the sampling is not necessarily
ii.d.; (ii) the metric regularity is not needed to obtain the exponential convergence of SAA optimal
solution to its true counterpart. Our Theorem 4.4 enjoys the advantage of [27, Theorem 2.3] in the
sense of (ii) but it has strengthened or complemented the latter in the sense that it deals with stationary
points characterized by Clarke generalized gradients which are not necessarily continuous.

Note that DeMiguel and Xu [14] investigated a stochastic multiple-leaders Stackelberg game which
can be essentially reformulated as (1.1). The objective functions in the decision problems there are
convex under some moderate conditions and the analysis concerns the exponential convergence of
SAA equilibrium by exploiting the Hausdorff continuity of epsilon-convex subdifferentials of a convex
function. The same analysis cannot be used in this paper where the underlying functions are not
necessarily convex.

To summarize, all of our convergence results are new in the sense that no existing convergence result
of SAA for optimization problems can be applied to the stochastic Nash equilibrium problem although
some of the tools used to establish these convergence might have some links to our previous work.
The analysis tool for a.s. convergence (Theorem 4.1) is not new. This was first proposed in Xu and
Meng’s paper ([71, Lemma 3.2]). The tool for exponential convergence (Theorem 4.4) is Proposition
3.1. As indicated, Proposition 3.1 (i) is from Ralph and Xu’s paper ([46, Lemma 3.5]) and Proposition

2Here and later on, we refer the reference to its earlier version, not the published version.



3.1 (iii) is Shapiro and Xu’s [64, Theorem 5.1]. However Proposition 3.1 gives a unified treatment
of uniform exponential convergence of sample average random functions under H-calmness. In other
words the proposition is not entirely new but it has consolidated the previous results. The main
convergence result Theorem 4.4 is novel. This is the strongest convergence result as far as we know:
it gives exponential rate for the convergence of SAA stationary sequence {z™} to its true counterpart
x* without metric regularity type condition.

(b) We propose a smoothing model for solving the SAA Nash equilibrium problem coupled with conver-
gence analysis. The smoothing scheme is not new but the proposed smoothing SAA scheme is very
relevant in the sense that the complicated nonsmooth stochastic Nash equilibrium problem can now be
approximated by an ordinary variational inequality for which many powerful numerical methods have
been proposed over the past couple of decades [17].

(c¢) Finally we model the competition in the electricity spot market as a stochastic nonsmooth Nash
equilibrium problem and use a smoothing SAA method to solve it.

Before concluding this section, we note that the focus of this paper is on a general stochastic equilibrium
framework which may have various applications including stochastic Nash games. In the context of the
latter, our asymptotic convergence results are applicable to pure strategy games. We envisage that some of
the results, e.g., Theorem 4.2, may be extended to mixed strategy space although we have not attempted.
We leave this to interested readers.

2 Preliminaries

Throughout this paper, we use the following notation. xz”y denotes the scalar products of two vectors x and
Y, || - || denotes the Euclidean norm of a vector and a compact set of vectors. If D is a compact set of vectors,
then ||D|| := max,ep ||z||. d(z, D) := infycp ||© — 2’| denotes the distance from point x to set D. For two
compact sets Dy and Dy, D(Dy, D) := sup,¢p, d(z, D2) denotes the deviation from set D; to set Dy (in
some references [21] it is also called exzcess of Dy over Ds), and H(D;, D2) denotes the Hausdorff distance
between the two sets, that is, H(D;, D2) := max (D(D;, D3),D(Dy, D1)). We use D1 + D5 to denote the
Minkowski addition of Dy and Ds, that is, D1 + Dy = {x +y : © € D1,y € D2}. We use B(z,0) to denote
the closed ball with radius § and center z, that is B(z,d) := {a’ : |2’ — z|| < d}. When ¢ is dropped, B(z)
represents a neighborhood of point . Finally we use B to denote the unit ball in a finite dimensional space.
Finally, for a closed convex set D, we use Np(z) to denote the normal cone of D at x, that is,

Np(z):={zeR™:2"(a' —2) <0, Va’' € D}, ifx € D.

For a closed set D in IR™, the support function of D is defined as (D, u) = sup,cp ul x for every u € R™.
The following results are known as Hérmander’s formulae.

Proposition 2.1 (/8, Theorem II-18]) Let D1, Dy be two convex and compact subsets of R™. Let o(D1,u)
and o(Ds,u) denote the support functions of D1 and Do respectively. Then

D(D;, D) = |\111¢1\|a§X1(U(D17u) — 0(Ds,u))

and

H(D1, D2) = max; lo(D1,u) — (D2, u)|.

2.1 Set-valued mappings

Let X be a closed subset of IR™. Recall that a set-valued mapping F : X — 28" is said to be closed at
x e Xiffor v, C X, 2 — x, yr € F(xg) and yr — § implies § € F(z). F is said to be uniformly compact
near = € A if there is a neighborhood B(Z) of 2 such that the closure of U, ¢ p(;) F'(2) is compact. F is said
to be outer semicontinuous ([52, Definition 5.4]) at = € X if

Tim F(x) C F(2)



where o
lim F(z) ={u: 32" — z,Fu” — @ with u” € F(a")}.

T—T

2.2 Expectation of random set-valued mappings

Consider now a random set-valued mapping F(-,£(+)) : X x Q — 28" (we are slightly abusing the notation
F) where X is a closed subset of R™ and ¢ is a random vector defined on probability space (2, F, P). Let
r € X be fixed and consider the measurability of set-valued mapping F(z,&(-)) : Q@ — 2", Let B denote
the space of nonempty, closed subsets of R". F(z,&(-)) can be viewed as a single valued mapping from
2 to B. Using [52, Theorem 14.4], we know that F(x,&(-)) is measurable if and only if for every B € B,
F(z,£(-)) !B is F-measurable.

Recall that A(x,€(w)) € F(z,&(w)) is said to be a measurable selection of the random set F'(z,{(w)),
if A(z,&(w)) is measurable and single-valued. It is well-known that measurable selections exist, see [2] and
references therein. The expectation of F(x,£(w)), denoted by E[F(z,£(w))], is defined as the collection of
E[A(z,£(w))], where A(z,£(w)) is an integrable measurable selection. The expected value is also known
as Aumann’s integral [21] as it was first studied comprehensively by Aumann in [6]. E[F(z,&(w))] is re-
garded as well defined if E[F'(z, {(w))] € B is nonempty. A sufficient condition of this is E[||F'(z,{(w))]|] :=
E[H(0, F(x,&(w)))] < oo, see [2]. In such a case, F is said to be integrably bounded [6, 21].

2.3 Clarke generalized gradients of a random function

We are interested in the cases when the integrand functions in (1.1) are Lipschitz continuous. Let f(-,&(+)) :
R"” x — IR be a random function that is locally Lipschitz continuous with respect to x, let £ be a realization
of £(w). The Clarke generalized gradient [9] of f(z, ) with respect to = at point = € IR" is defined as
Oy f(z,€&) := conv lim \Y O .
(@, 6) {,opfm  Vof(,6)}
Here Dy(.¢) denotes the set of points near x where f(-,€) is differentiable, V, f(y,&) denotes the usual
gradient of f(-,€) at point y and ‘conv’ denotes the convex hull of a set. It is well-known that the Clarke

generalized gradient 9, f(z,€) is a convex compact set and it is outer semicontinuous, see [9, Proposition
2.1.2 and 2.1.5]. When f(-,€) is continuously differentiable at x, 0, f(z,£) coincides with V, f(z, §).

3 First order equilibrium conditions

In this section, we discuss the first order equilibrium conditions of stochastic Nash equilibrium problem (1.1)
and its sample average approximation (1.6) in terms of Clarke generalized gradient. For i =1, -- .1, assume
that the Lipschitz modulus of v;(x;, z_;, &) with respect to z; is integrable for every x_; € X_;. It is well-
known [57] that E[v;(x;,x_;, §)] is also Lipschitz continuous in z; and hence the Clarke generalized gradient
of Elv; (2, x_;,&)] in x;, denoted by 0, E[v;(x;, 2_;, )], is well defined. Consequently we can characterize the
first order equilibrium condition of (1.1) at a Nash equilibrium in terms of the Clarke generalized gradients
as follows:

0e arlE[vl(th—lag)] +NX1 (Il)a 1= 17 e 7%' (37)

Here and later on, the addition of sets is in the sense of Minkowski. We call a point z* satisfying (3.7)
a stochastic Nash-C-stationary point. As we discussed in the introduction, the notion of Nash-stationary
point/equilibrium is introduced by Hu and Ralph [26]. Obviously if 2* is stochastic Nash equilibrium, then
it must satisfy (3.7) and hence it is a stochastic Nash-C-stationary point, but not vice versa. However, if
Elv;(z;, x—;,§)] is convex in x; for each 4, then a Nash-C-stationary point is a Nash equilibrium. Note that

6sz’[U1 (xiv Z—i, f)] C ]E[awbvz (-ria L —i, 5)] (38)

The equality holds when v; is Clarke regular [9] in z;, see for instance [9, Theorem 2.7.2]. Consequently, we
may consider a weaker condition than (3.7)

0 € By, vi(zi, 73, €)] + N, (z3), i=1,--- 3. (3.9)



We call (3.9) weak Clarke first order equilibrium condition of (1.1) and a point satisfying (3.9) a weak
stochastic Nash-C-stationary point. Here “weak” is in the sense that a stochastic Nash-C-stationary point
is a weak stochastic Nash-C-stationary point but not vice versa.

Using the Clarke generalized gradient, we can also characterize the first order equilibrium condition of
the sample average approximation equilibrium (1.6) as follows:

N
1 . 5
0e N ];ar%vi(xi,x_i’gk) +NXi(xi)v i=1,--- 1. (310)

We call a point 2% satisfying (3.10) an SAA Nash-C-stationary point. In Section 4, we will investigate the
convergence of 2V as sample size N increases and show under some appropriate conditions that w.p.1 an ac-
cumulation point of {x™V} is a weak stochastic Nash-C-stationary point. Our general idea to investigate some
kind of uniform almost sure and exponential convergence of Zgzl Oz, vi(wi, 2, EF) to B[Oy, vi(ws, 24, €)]
over a compact subset of X. The main challenges arise from the set-valued nature of the SAA mappings.

Remark 3.1 When v;(z;,2_;,€) is Clarke regular [9] with respect to z;,7 = 1,--- , 4, equality in (3.8) holds
and hence weak stochastic Nash-C-stationary point is a stochastic Nash-C-stationary point. This includes
two important cases: (a) v; is continuously differentiable in x;; (b) v; is convex in z; (when v;, i =1,--- .1,
is convex in z;, these stationary points coincide with Nash equilibria). In this paper, our discussion is not
restricted to the two cases. Note that without convexity, the existence of Nash equilibrium might be a
problem. This is why we consider Nash-stationary point, a notion which is used by Hu and Ralph [26] in a
deterministic Nash game, see also Remark 4.1 regarding the existence of equilibrium.

Let us now comment on the relevance of weak Nash equilibrium condition (without C-regularity) and
the relationship between weak Nash-C-stationary point and a Nash-C-stationary point. Note first that the
SAA Nash-C-stationary points converge to a weak Nash-C-stationary point, see Theorem 4.1. Note also that
in many practical instances, v; is smooth (continuously differentiable) for almost every & at “almost every”
point, see Remark 4.3. At a “smooth” point, one has E[0,,v;] = 05,E[v;] = V,,E[v;]. Therefore, there is no
difference between Nash-C-stationarity and weak Nash-C-stationarity at such a point. At a “nonsmooth”
point where E[0,,v;] is larger than d,,E[v;], the difference between the two stationary points depends on the
sensitivity of the solutions of system (3.7) to the deviation of set 0y, E[v;(x;, x4, )] from B[Oy, vi(z;, x_;, §)]
fori=1,---,i. Let X3ash_c denote the set of Nash-C-stationary points and = be a weak Nash-C-stationary
point close to X3,4,_c- Under some metric regularity conditions (see [52, 15] for a detailed definition) of
the system (3.7) at a point in X3 ,.,_~ which is closest to z, one may use [76, Lemma 2.2] to show

D('%X}k\fashfc‘) < aD (E[amvl(mag) X X aw%’l}g@;‘,g)],8$1E[Ul($,€)] XX 8I1E[’U1($7f)]) )
where « is a constant. We leave this for the interested readers to explore.

Note also that many practical problems are “piecewise convex”. If we may obtain a weak Nash-C-
stationary point where E[v; (-, z_;, )] is locally convex at x;, then z is a local Nash equilibrium.

In conclusion, a weak Nash-C-stationary condition is used as a convenient and unified mathematical
framework to describe the optimality conditions of our problem at both “smooth” and “nonsmooth” points.

Next, we look into the outer semicontinuity of the set-valued mapping 9,,v;(z;, z_;, ) with respect to
(TiyT—i)-

Assumption 3.1 Let vi(zs,x_;,€), i = 1,--- ,1, be defined as in (1.1) and 8,,v;(zi,z_;,€) be its Clarke
generalized gradient with respect to x;.
(a) vi(+,2_;,&) is Lipschitz continuous on X; with modulus r;(€), where E[k;(£)] < co.

(b) Oz, vi(xs,x_;,§) is closed with respect to (x;,x_;) on space X; x X_;.

The condition on closedness of subdifferential 0,,v;(z;, x_;,§) as a set-valued mapping means it is outer
semicontinuous w.r.t. x on X. This is not very restrictive as the subdifferential is outer semicontinuous
w.r.t. ;.



Corollary 3.1 Under Assumption 3.1, Oy, v;(x;,x_4,§) is outer semicontinuous with respect to (x;,x_;).

Proof. Recall that a set-valued mapping is closed on its domain if and only if its graph is closed, see Section
1.3 in [4]. On the other hand, [52, Theorem 5.7] (a) states that a set-valued mapping is outer semicontinuous
if and only if its graph is closed, in other words, the set-valued mapping is closed on its domain. Using these
arguments, the conclusion then follows straightforwardly under Assumption 3.1 (b). |

Finally, we state the measurability and integrability of the set-valued mapping 0, vi(x;, x—;, &(+)) : 2 —
2™ in the following proposition. The proof is standard, we move it to the appendix.

Proposition 3.1 Let 0,,v;(z;,x_;,§) be the Clarke generalized gradient of v; with respect to x;. Then (i)
Or,vi(zisx_i, €()) = Q — 2R is measurable; (ii) under Assumption 3.1 (a), B[Oy, vi(xi,x_4,€)] is well
defined.

4 Convergence analysis

In this section, we analyze the convergence of a sequence of SAA Nash stationary points {zV} defined by
(3.10). The analysis is carried out in two steps. First, we show almost sure convergence, that is, w.p.1, an
accumulation point of {z"} satisfies (3.9). Second, under additional conditions, namely H-calmness, of the
generalized gradient 0,,v;(z;,2_;,£), we show that with probability approaching one exponentially fast by
increasing the sample size N, {zV} converges to a weak Nash-C-stationary point.

For the simplicity of notation, we denote throughout this section 0,,v;(x;,z_;,&) by Oy, v;(x,&). This
will not cause confusion because both z; and x_; are treated as variables in the analysis. Let

Av(,€) 1= 0001 (5,€) X -+ X Oy 032, €) (4.11)
and
Gx(z) := Nx, (z1) x -+ x Nx, (z;). (4.12)
The first order equilibrium condition (3.9) can be written as
0 € E[Av(z,§)] + Gx(x), (4.13)

where

E[Av(z,&)] := E[0z,v1(z,§)] x - -+ X E[0y v;(z, §)].

By Proposition 3.1, E[Av(z, )] is well defined. Likewise, the first order equilibrium condition (3.10) can be
written as

0 € AN (z) + Gx (), (4.14)
where
1 & 1 &
N o— _ k P PR A k
A9 (x) == Ng:l@mlvl(x,f ) X e X NkE:1 Oz, v;(,&"). (4.15)

Obviously, E[AYY (z)] = E[Av(z, €)].

Remark 4.1 For the simplicity of discussion, we make a blanket assumption that (3.10) has a solution for
all N. In doing so, we do not restrict the integrand v;(x;, x_;, &) to be convex or strategy space X; to be
bounded. Further discussion on the existence issue requires sensitivity analysis of generalized equation (4.13).
For instance, Shapiro [61, Section 7] investigated a similar issue under the context of stochastic generalized
equation (SGE). Under the condition that the underlying function in SGE is continuously differentiable
(corresponding to our case that v; is twice continuously differentiable) and the true SGE satisfies a strong
metric regularity condition, he showed the existence of a solution to the SAA-SGE, see [61, Theorem 22| for
details.



Note that in deterministic cases, King and Rockafellar [31] investigated the existence of solution to a
perturbed generalized equation when the original equation has a solution under subinvertibility of set-valued
mappings. Kummer [35] developed some regularity conditions for the solvability of parametric generalized
equations further to Robinson’s earlier work (e.g. [48, 49]) in this regard.

Note also that if X = X; x --- x X; is compact, then the set of solutions to the generalized equations
(4.13) and (4.14) are nonempty. This follows easily from [5, Theorem 9.9] in that the set-valued mappings
E[Av(-,€)], A9V (-) are compact and convex valued; X is a convex set, and Gx (-) is outer semicontinuous on
X. The same argument is used by Outrata to show the existence of Clarke stationary points in deterministic
equilibrium programs with equilibrium constraints (EPEC), see [43, Theorem 3.3].

In a more recent development, Ravat and Shanbhag [47] investigated existence of equilibrium for a class
of stochastic convex Nash games similar to (1.1) and derived some tractable sufficient conditions. The
conditions are essentially about the existence of a solution to the stochastic generalized equations (4.13), see
[47, Theorem 4.5]. We envisage that similar conditions may be derived through (4.13) for (1.1) in nonconvex
case and leave this for interested readers as it is not the focus of this paper.

4.1 Almost sure convergence

Our idea to obtain almost sure convergence is to apply the uniform SLLN for sample average random set-
valued mapping, recently established by Shapiro and Xu [63] to set-valued mapping Av(z, ). This approach
has been used in nonsmooth stochastic optimization in [63, 72]. Here we use the approach to an equilibrium
problem. Note that a key condition we need to impose is that the sequence of SAA Nash-C-stationary points
{2} is bounded w.p.1. Various conditions may lead to this, e.g., X is a compact set; v; is coercive in z;
uniformly.

Theorem 4.1 Let xV be a solution of (3.10) and Assumption 3.1 hold. Assume that w.p.1 the sequence {x¥'}
has a bounded subsequence to be contained in a compact subset X of X w.p.1. Then w.p.1, an accumulation
point of the subsequence satisfies (3.9).

Proof. For the simplicity of notation, we consider the case that {z"} is contained in X. Under Assumption
3.1, Av(-,€) is outer semicontinuous on X and

[Av(z, )| <> ril€),
i=1

where E[Zﬁzl #i(€)] < oo. Let 6 > 0 be any fixed positive number. Applying [63, Theorem 2] to A9 (z)
on the compact set X,

lim AY" (z) C E [conv Aé’l}(l‘,f)] , w.p.1 (4.16)

N—oc0

uniformly for z € X, where A%v(z,§) := UsreBa,s Av(@',€). Let 2 be an accumulation point of {zN} and
assume (by taking a subsequence if necessary) that {zV} — z*. Using the property of I, we have

D (.AﬂN(xN), E [conv Alv(z*, ) < D (AﬁN(xN), E [conv Alv(zV, 8)])
+D (E[conv A’v(z™,€)], E [conv A’v(z*,€)]) .

It follows from (4.16) that the first term at the righthand side of the above inequality tends to 0 as N — oo
and by the property of Aumann’s integral [6, Proposition 4.1], the second term also goes to 0. This shows

lim A9V (V) C R [conv .A‘sv(x*,@} , w.p.1.

N—oc0

This and the outer semicontinuity of Gx(-) further imply

0 € E [conv A‘Sv(x*,f)] + Gx(z").



Note first that A%v(z*, ) is integrably bounded by >":_, ;(€) and || A% (x*, €)]| is decreasing on d, therefore
| A%v(x*, €)|| is uniformly integrable. Moreover, A%v(z*, &) is closed. To see this, let {n*} be a sequence
such that n* € A%v(z*,€) and n* — 7. By definition, there exists 2* € X such that 2* € B(z*,0)
and n* € Av(2" ¢). Suppose without loss of generality that ¥ — Z. Then by [9, Proposition 2.1.5(b)],
7€ Av(z, &) C A%v(z*,€). Furthermore, for every &, it follows from [9, Proposition 2.1.5(b)] that

(%i_I)%AS’U(Z‘*,E) = ﬂ U Av(x, &) = Av(x™,§).

0>0zeB(z*,9)

By [23, Theorems 2.5] ( or [23, Theorem 2.8] and the following remark, or [40, Theorem 1.43 (iii)]),
lim E [A‘sv(sc*,@] =E {lim A‘;v(m*,f)} = E[Av(z™, §)].
=0 6—0

which means that x* satisfies (4.13). u

Theorem 4.1 states that if {V} is a sequence of SAA Nash-C-stationary points of problem (1.6), then
w.p.1 its accumulation point is a weak Nash-C-stationary point of the true problem. In some cases, one may
be able to obtain a Nash equilibrium in solving SAA problem, that is, zV is a Nash equilibrium of (1.6).
Consequently we may want to know whether an accumulation point of {z™} is a Nash equilibrium of the
true problem (1.1). The following theorem addresses this.

Theorem 4.2 Let {2V} be a sequence of Nash equilibria obtained from solving the SAA problem (1.6) and
Assumption 3.1 hold. Assume that w.p.1 the sequence {x™V} is contained in a compact subset X of X. Then
w.p.1 an accumulation point of {x™N'} is a Nash equilibrium of the true problem (1.1) if one of the following
conditions holds:

(a) vi(zs,x_i, &), i=1,--- 1, is convex with respect to x; for almost every & € E;

(b) vi(xi,x_i,€), i =1,--- ,1, is Lipschitz continuous with respect to x_; on X_; with Lipschitz modulus
k—; (&) where E[k_;(§)] < 0.

Proof. Under condition (a), the set of weak Nash-C-stationary points of the true problem coincides with
the set of its Nash equilibria. In what follows, we prove the conclusion under condition (b). Let

ply,x) = Z 0 (yi, 2—s)

and .
pAN(yax) = Zéiv(yhl'fz)
=1

It is well-known (see e.g. [54]) that z* € X is a Nash equilibrium of the true problem (1.1) if and only if z*
solves the following minimization problem

. *

min p(y, 7).
Similarly 2V € X is a Nash equilibrium of the SAA problem (1.6) if and only if % solves the following
minimization problem

AN N

min g (y,27).

Assume without loss of generality (by taking a subsequence if necessary) that {z’V} converges to x* w.p.1.
We show that w.p.1 p¥ (y, ") converges to p(y,z*) uniformly with respect to y. Let us consider

PNy, x™) = ply,a*) = pN (y,2™) = pN (y, %) + PN (y, ") — p(y, x*).
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Since v;(x;, x_;, £) is Lipschitz with respect to z_; with modulus k_;(§), we have

i N
A A * 1 j * j
‘pN(:%xN) 7PN(yax )| < NZ|vz(yZ7x]—Vz7fj) 7vi(yiax—i7fj)|
i=1 " j=1
i
1
< i
> , N -

=1 7

roi(€) 2™ — 27|
1

The last term tends to 0 uniformly with respect to y when N — oo because +; Z;V:1 k—i(&) = E[k_i(§)] <
00. On the other hand, we can show, through the application of the classical uniform law of large numbers
[55, Lemma A1], that p™ (y,2*) — p(y, z*) — 0 on the compact set X uniformly with respect to y w.p.1 as
N — oo. This shows that w.p.1 p™ (y, 2™V) converges to p(y, z*) uniformly with respect to y. It is well-known
that the uniform convergence implies that the limit of the global minimizer of p" (y,z"V) over set X is a
global minimizer of p(y,x*) over X (hence a Nash equilibrium of the true problem), see for instance [55,
Theorem A1]3. [ ]

4.2 Exponential convergence

Next we discuss the exponential convergence of {2V} as N goes to infinity. As we discussed in Section 1,
there are many discussions in the literature on the exponential convergence of SAA optimization problems.
However, as far as we are concerned, our discussion on the topic here is new in two fold: (a) this is first
work which deals with the exponential convergence of SAA Nash-C-stationary point of a stochastic Nash
equilibrium problem; (b) the underlying functions in first order equilibrium conditions (3.9) and (3.10) (or
equivalently (4.13) and (4.14)) are set-valued.

We carry out our analysis in three steps. First, we extend Shapiro and Xu’s uniform exponential conver-
gence results ([64, Theorem 5.1]) to a class of random semicontinuous functions that are H-calm (from above
or below). Second, we show uniform exponential convergence of D(AYY (x), E[Av(z, ¢)]) under some moder-
ate conditions of the Clarke generalized derivative (v;)°. We do so by reformulating D(AYY (z), E[Av(z, £)])
as the difference of the support functions of A9 (x) and E[Av(z, )] using the well-known Hérmander’s
formulae, Lemma 2.1, and then applying uniform exponential convergence established in the first step to
the sample average of the support functions. Finally, we obtain an error bound for d(z™¥, X*) in terms of
D(AIN (z), E[Av(x, £)]) under some metric regularity of E[Av] at z*, where X* is the set of weak Nash-C-
stationary points of the true problem, and subsequently the exponential convergence of d(z™, X*).

Definition 4.1 Let ¢ : R" x = — R be a real valued function and € : Q@ — = C R* a random vector defined
on probability space (Q, F, P), let X be a subset of R"™ and x € X. ¢ is said to be

e H-calm at z from above with modulus k(§) and order v if p(x, &) is finite and there exists a (measurable)
function k : = — Ry, positive numbers v and § such that

¢, €) — ¢(x,€) < k()" — |7 (4.17)
for all 2’ € X with ||2' — x| < § and every § € E;

e H-calm at x from below with modulus x(§) and order v if ¢(x, ) is finite and there exists a (measurable)
function k : 2 — R, positive numbers v and § such that

¢(@',€) — ¢(2,8) = —r(§)||2" — x| (4.18)
for all ' € X with ||z’ — z|| <0 and every & € E;

e H-calm at x with modulus k(§) and order ~y if ¢(x,&) is finite and there exists a (measurable) function
Kk : 2 = Ry, positive numbers v and § such that

6(a', &) — ¢z, &)| < K(&)]l2" — | (4.19)
for all ¥’ € X with |2’ — z|| < § and every £ € Z.

3In the theorem, the convergence of oy to v* was proved under the condition that v* is a unique global minimizer of I(v)
but the conclusion can be easily extended to the case when I(v) has multiple minimizers in which case one can prove that
d(o™V,V*) — 0 where V* denotes the set of global minimizers of I(v).
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Note that the constants §, v and x(§) may depend on point x in the above definition. ¢ is said to be H-calm
from above, calm from below, calm on set X if the respective properties stated above hold at every point of
X.

Calmness of a deterministic real valued function is well-known, see for instance [52, page 322]. The
property is a generalization of Lipschitz continuity, that is, a locally Lipschitz continuous function is calm
but the converse is not necessarily true, see discussions in [52, page 350-352]. Our definition is slightly
different from the calmness in [52] in that we allow a nonlinear growth bound and therefore we use term
“H-calmness” to indicate that the property is a generalization of Holder continuity. Note that + is not
restricted to positive values between 0 and 1, instead, it may take any positive values.

Remark 4.2 From (4.17) and (4.18), it is easy to observe that H-calmness from above implies upper semi-
continuity while H-calmness from below implies lower semicontinuity.

In what follows, we discuss uniform exponential convergence of sample average random function ¢(z, &)
under H-calmness. Let £!,...,¢Y be an i.i.d. sample of the random vector £(w). We consider the sample
average function

1 N
U () =5 > ol €h).
k=1

Let ¢(x) = E[p(x, £)]. We use the large deviation theorem to investigate the probability of ¥y (x) deviating
from 1 (x) over a compact set X C IR™ as sample size N increases. Let

M,(t) :=E {etw(z@(w))_w(w)l}

denote the moment generating function of the random variable ¢(z,&(w)) — ¥(x). We make the following
assumption.

Assumption 4.1 Let ¢ : R™" x Z — IR be a random function and & be a random vector, let X C IR™ be a
compact subset of R™.

(a) For every x € X, the moment generating function M,(t) is finite valued for all t in a neighborhood of
zero.

(b) Y(x) is continuous on X.

Assumption 4.1 (a) implies that the probability distribution of random variable ¢(z, ) dies exponentially
fast in the tails. In particular, it holds if this random variable has a distribution supported on a bounded
subset of IR. See similar assumptions in [64]. Assumption 4.1 (b) holds when ¢(z,§) is continuous w.p.1
and bounded by an integrable function. Comprehensive discussions on the continuity of the expectation of
piecewise continuous random set-valued mappings (real-valued random function is just a special case) can
be found in [46, Section 4].

Proposition 4.1 Let ¢ : R" x 2 — R be a real valued function and £ be a random vector, let X be a
compact subset of R"™ and Assumption 4.1 hold.

(i) If (-, &) is H-calm from above on X with modulus k(§) and order vy and the moment generating function
E [e" 5”] is finite valued for t close to 0, then for every ¢ > 0, there exist positive constants c(€) and
B(e€), independent of N, such that

—~

Prob {Sup (YN (z) —(x)) > e} < c(e)e™NBE), (4.20)

reX
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(ii) If §(-, &) is H-calm from below on X with modulus k(§) and order vy and the moment generating function
E [e"‘(g)t] is finite valued for t close to 0, then for every e > 0, there exist positive constants c(€) and
B(€), independent of N, such that

Prob { inf (Y (@) = P(a)) < e} < ce)e NP, (4.21)

(iti) (Shapiro and Xu [64, Theorem 5.1]) If ¢(-,€) is H-calm on X with modulus k(€) and order v and the
moment generating function E [e”(f)t] is finite valued for t close to 0, then for every € > 0, there exist
positive constants c(e) and B(€), independent of N, such that

Prob {stelg [y (z) — ()| > e} < ce)e VB, (4.22)

Proposition 4.1 is a generalization of [64, Theorem 5.1] where an exponential convergence of the sample
average of a random function is obtained under Assumption 4.1 and global Hélder continuity of ¢(x, £) w.r.t.
x (see condition (C3) in [64, Theorem 5.1]). A proof of the results can be found in [75] (see [75, Theorem
3.1]) and earlier version of the paper by Ralph and Xu [46].

The significance of the results is that we extend the exponential convergence to a class of random functions
which may be discontinuous at some points. The results can be easily used to establish the exponential
convergence of sample average approximation of stochastic optimization problems where the underlying
functions are lower or upper semicontinuous and satisfy certain calmness conditions.

Note that Proposition 4.1 holds if the H-calmness is relaxed to hold for almost every £ € Z. In a more
recent development during the revision of this paper, the uniform exponential convergence has been extended
to a class of so-called almost H-calm random functions, see [66, Theorem 3.1] and [67, Theorem 5.1]. It is
shown that a substantially larger class of random functions satisfy almost H-calmness, see [66] and [67,
Section 4] for a detailed discussion in this regard.

Our main aim here is to use Proposition 4.1 to establish the exponential rate of convergence of random set-
valued mappings A9 (x) over a compact subset of X. We envisage that the recent exponential convergence
[66, Theorem 3.1] can be also be applied for the same purpose although we have not attempted to avoid
technical details.

We are now ready to present one of the main results of this section. For i = 1,--- ,1, let (vi)g, (2, &, uy)

denote the Clarke generalized derivative of v; with respect to z; in direction w;, where u; € IR™ and ||u;|| < 1.
Then (v;)5. (z,&,u;) = 0(0z,vi(x,§), u;), where (S, u) denotes the support function of set S.

Theorem 4.3 Let Av(z,&) be defined by (4.11) and X be a nonempty compact subset of X. Assume: (a)
part (a) of Assumption 3.1 holds, (b) E[(v;)3,(x,&,u;)] is continuous on X, (c) (vi)5. (v,&,u;) is H-calm

from above on X with modulus a;(§) and order v, (d) for p;(§) = ki(§) + a;(§), where k; is defined as in
Assumption 3.1, the moment generating function & [et”i(g)] of pi(€), is finite valued for t close to 0. Then

for any small positive number € > 0, there exist é(e) > 0 and B(e) > 0, independent of N, such that

Prob {Sup D(AIN (z), E[Av(z, £)]) > e} < é(e)e PN (4.23)
TeX
for N sufficiently large.

Proof. We use Proposition 4.1 to prove the result. First, for any u = (u1,---,u;), it follows from [42,
Proposition 3.4]

Elo(Av(z,§),u)] = o(E[Av(z, &)],u). (4.24)
Observe next that _
DAY (z), E[Av(z, £)]) < ZD(axﬂfv(x),E[azivi(%f)]), (4.25)
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where

N
0.9 (x) —}szjlawxx,sk), =1
Since 0., v;(x, ) is a convex set,
v 1 & 1 & .
0 (0,95 ( Nkz:: 0 (0, vi(z, €F) Nkz:: oz, &), i=1,- i

Using this, Proposition 2.1 and (4.24), we obtain
D(a%’ﬂfv(x)?E[aIlvl(x’ E)]) = sSup (U(aﬂilﬁf\[(m? 6)7 ui) - U(E[amvi(m? f)]? ul))

lui[I<1

N
< ||S,u|21< > (0i)e, (2,65 wi) — El(vi)g, (z, &m)])-

2|~

Consequently

—_

N
sup D 893.191]-\[ x), E[0g,vi(x, — v;)2 (x kou ;)8 (2, &, u; . 4.
p D(0:,9;" (x), E[0z,vi(, §)]) < - (NZ &5, u) — E[(vi)z, (2, € )]) (4.26)

reX

Let Z; := {u; € R"™ : |lu;|] <1} x X. In what follows, we show the uniform exponential convergence of the
right hand side of the above inequality by applying Proposition 4.1 (i) to ¢(z, &, u;) with variable (x,u;).
Observe that

[[(vi)z, (@, & wi)ll < [|0z,vi(x, &) < i(£),

and by assumption (v;)9 (x,€,u;) is H-calm from above in 2 with modulus a;(§) and order . Thus

(07, (@', & ul) = (v3)7, (2, &, wi) < ai(©)la” — 2| + ki(€)luf — will < pi(€)12F — 2l ™00,

where z; = (x,u;) and the last inequality is due to the fact that we only use the inequality for 2] close to z
and hence may assume without lost of generality that ||z} — z;|| < 1. This shows the H-calmness from above
of (v3)g. (z, &, u;) with respect to (x,u;) set Z;. Notice that E[(v;)7. (,§, u;)] is continuous in 2 by assumption
and because (v;), (7,&,u;) is Lipschitz continuous in u; with integrable modulus x;(§), E[(v:)g, (7, &, u;)] is
also continuous in u;. This shows the continuity of E[(v;)7, (2, €, u;)] with respect to (z,u;) on set Z;.

By Proposition 4.1, for any ¢; > 0, there exist positive constants ¢ (¢;) and Bl-(q), independent of N,
such that

N ~
Pmb{ e (zlem);i (. €%, ) —E[(w)&(aaui)l) > } < eiler)e NI, (127)
k=1

(z,us)EZ;

for i =1,---,7. For any € > 0, let ¢; > 0 be such that Zle €; < €. Then by combining (4.25)-(4.27), we
obtain

Prob {sup D(AIY (2), E[Av(z, £)]) > 6} < ZProb {bup D(0y, 9N (2, €), B[Oy, vi(x, €)]) > ez}
TEX p— TEX
< 3 Ele)e NEE) < o) PO,
i=1
This shows (4.23) with é(e) = %maxzzl ¢i(e;) and B(e) = rnin%:1 Biles). [ |

Remark 4.3 The H-calmness from above of (v;)7. (x,&,u;) and continuity of E[(vs)5 (x,§,u;)] in x over a
certain compact set X are key assumptions in Theorem 4.3. It is therefore natural to ask when the properties
hold.
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(i) (H-calmness from above) Following the comments after Proposition 4.1, we envisage that the condition
of H-calmness from above of (v;), (x,§,u;) may be relaxed to H-calmness from above of (v;)5 (, €, u;)
for almost every £ or even almost H-calmness (see [66, Definition 3.1]). We leave this to interested
readers.

(ii) (Continuity of E[d,,v;]) Shapiro [60, Proposition 4.1] showed that if a random function is continuously
differentiable w.p.1 and Lipschitz continuous with integrable Lipschitz modulus, then the expected
value of the function is continuously differentiable. In the context of this paper, the proposition
implies that if v; is continuously differentiable with respect to x; w.p.1 and Assumption 3.1 holds, then
E[v;] is continuously differentiable in x; and

8111@[1%] = VLE[Q%] = E[V;ELUZ] = E[amvi].

Moreover, since V,,v; is single valued, the outer semicontinuity of 9,,v; with respect to x_; established
in Proposition 3.1 implies the continuity. This gives us the desired continuity of E[d,,v;] with respect
to x.

When 0,,v;,i=1,--- .1, is H-calm, the exponential convergence of Theorem 4.3 can be strengthened by
replacing D with H in (4.23). We state this in the following corollary.

Corollary 4.1 If (v;)3,(x,§,u;) is H-calm with respect to x on X with modulus a;(§) and order vy, and for

pi(&) = Kki(§) + ¢i(§), where k; is defined as in Assumption 3.1, the moment generating function E [etm(f)}
of pi(§), is finite valued for t close to 0, then for any small positive number € > 0, there exist é(e) > 0 and
B(€) > 0, independent of N, such that for N sufficiently large

Prob {Sup H(AYY (2), E[Av(z, £)]) > e} < ée)e PN, (4.28)

reX

Proof. Under the H-calmness, we can show, similar to the proof of Theorem 4.3, that
1N
D(E[aﬂhvl(m7 5)]’ aﬂﬂlﬁiv(x)) = ! Slﬁgl (E[(UZ);I (J}, 5, ul)} - N Z(vi)gi (‘T7 gk’ ul)) :
CZAIS k=1
Moreover,

N
Prob{ sup (E[(vl); (x,&u;)] — %Z(vl); (z, k’ui)> > 61'}

(z,u;)EZ;

N
— Prob {@,i?)fe (}V > (002, 064 ) — B (06 u»]) < } .

Notice that H-calmness of d;,v;(x,&) implies that (vs),(z,§,u;) is H-calm from below for every fixed w;.
By applying Proposition 4.1 (ii) to the right hand side of the above equation, we obtain that for any small

positive number € > 0, there exist é¢(¢) > 0 and B(e) > 0, independent of N, such that for N sufficiently
large

Prob {sup D(E[Av(z, £)], ADN (z)) > e} < é(e)e PN, (4.29)
zeX
The conclusion follows by combining (4.29) and (4.23). [ |

Theorem 4.4 Let X C X be a nonempty compact subset of X and X* be a set of weak stochastic Nash-
C-stationary points of the true problem (1.1) within X. Let ¥(z) = E[Av(x,&)] + Gx (), where Gx(x) is
defined by (4.12). Assume that for N sufficiently large, the sequence {x™N} <y is located in X w.p.1. Then
under conditions (a)-(d) of Theorem 4.3, {xN'} converges to X* at an exponential rate, that is, for any small

positive number € > 0, there exist é(e) > 0 and B(e) > 0, independent of N, such that for N sufficiently large

Prob(d(zV, X*) > ¢) < é(e)e POV, (4.30)
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We need an intermediate result on sensitivity analysis to prove the result. Consider the following gener-
alized equation
0 € H(z) + Ne(z), (4.31)

where H(z) : C — 2B is a closed set-valued mapping, C is a closed convex subset of IR™. Let H () be a
perturbation of H(z) and we consider the perturbed equation

0 € H(z) + Ne(x). (4.32)
The following lemma states that when D(H (), H(x)) is sufficiently small uniformly with respect to z, then
the solution set of (4.32) is close to the solution set of (4.31).

Lemma 4.1 ([75, Lemma 4.2]) Let X be a compact subset of R™. Let X* denote the set of solutions to
(4.81) restricted to X and Y* denote the set of solutions to (4.32) restricted to X. Suppose that both X*
and Y* are nonempty. Then for any € > 0 there exists a 6 > 0 such that if H is outer semicontinuous in X

and sup,cy D(H(x), H(z)) < 9§, then D(Y*, X*) <.

Proof of Theorem 4.4.  The conclusion follows from Theorem 4.3 and Lemma 4.1 (i). Indeed, for
any € > 0, it follows from Lemma 4.1 (i) that there exists a § > 0 such that d(z", X*) < ¢ so long as
sup,cx D(AIY (2), E[Av(z,€)]) < €. This is equivalent to

Prob(d(z", X*) > €) < Prob {sup D(AYY (z), E[Av(z, £)]) > e} .

rzeX

The rest follows from (4.23). [ |

Remark 4.4 It is possible to express the constants é(e) and 3(e) in Theorem 4.4 in terms their counter-
parts in Theorem 4.3 under some stronger conditions. For instance, if there exists a strictly monotonically
increasing function © : R* — IR such that

d(z, X*) < @(SEE d(0, E[Ad(z, §)] + Gx (2))), (4.33)

then we can easily obtain that

d(z™, X*) < @(Egg DAV (2), ELAY (2, €)))).

Consequently we have &(e) = ¢(©~1(e)) and B(e) = B(©~1(e)). In a particular case when O(t) = ot,
inequality (4.33) is implied by the metric regularity, see recent discussions about this by Ralph and Xu
in [46]. A stronger regularity condition is also considered for SAA-SGE by Shapiro in [61, Section 7], see
Remark 4.1.

5 A smoothing approach

Having established the convergence results in the preceding section, we now turn to discuss the numerical
solution of the sample average Nash equilibrium problem (1.6). For fixed sample, this is a deterministic
nonsmooth equilibrium problem and one may use well-known bundle methods [36, 56] to solve it.

In this section, we consider the case when the underlying function has simple nonsmoothness structure.
Our idea here is to approximate v; by a parameterized smooth function and then solve the smoothed sample
average approximation problem. The approach is known as smoothing and has been used to deal with
nonsmooth stochastic optimization problem in [72]. It is shown that the approach is very effective when the
nonsmoothness of underlying functions is caused by a few simple operations such as max (min)-function.
The approach is even more attractive here because once the function is smoothed, the first order equilibrium
conditions are reduced to variational inequalities or nonlinear complementarity problems for which many
numerical methods are available, see [17]. Let us first describe the smoothing method.
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Definition 5.1 Let f : R™ — IR be a locally Lipschitz continuous function and ¢ € R be a parameter.
flz,e) :IR™ x IR — IR is a smoothing of f if it satisfies the following:

(a) for every x € R™, f(x,0) = f(z);

(b) for every x € R™, f is locally Lipschitz continuous at (x,0);
(¢) f is continuously differentiable on R™ x IR\{0};

(d) f is convex if f is convex.

A smoothing scheme, excluding (d), was first proposed by Ralph and Xu [45] for obtaining a smooth
approximation of an implicit function defined by a nonsmooth system of equations and was applied to tackle
nonsmoothness in nonsmooth stochastic minimization problem in [72], see also [37, 71] for similar techniques
to be used in solving stochastic mathematical programs with equilibrium constraints. Parts (a) and (c) in the
definition require that the smoothing function match the original function when the smoothing parameter is
zero and be continuously differentiable when the smoothing parameter is nonzero. The Lipschitz continuity
in part (b) implies that the Clarke generalized gradient O, ) f(x,0) is well defined and this allows us to
compare the generalized gradient of the smoothed function at point (z,0) with that of the original function.
If

ﬁma(m,e)f(x70) C arf(x)’

where 7,0, f (z,0) denotes the set of all m-dimensional vectors a such that, for some scalar ¢, the (m+1)-
dimensional vector (a,c) belongs to 8(%6)];(3:,0), then f is said to satisfy gradient consistency (which is
known as Jacobian consistency when f is vector valued, see [45] and references therein). This is a key
property that will be used in the analysis of the first order optimality condition later on. Property (d)
requires the smoothing function preserve the convexity. This is particularly relevant in this paper because
Nash equilibria are closely related to convexity. Note that, in Definition 5.1, the description on the structure
of the smoothing is rather general. When the scheme is applied to a particular Nash equilibrium problem,
it may generate some more desirable properties suitable for existence and convergence analysis.

Using the smoothing function, we may consider the smoothed true problem: find 2*(e) such that

dilai(e),a%,(e) €) = min E[;(zi,22:(€),&,€), for 1=1,---,1, (5.34)
and its sample average approximation: find (2" (e), - - - ,xgv (€)) € X1 x --- x X; such that
O (@ (0),2%i(e),€) = min I (@i, a¥i(e),€) fori =1, 3, (5.35)
z; €
where
1N
GN 2N (e), €F
19 (mla CC 7 N kz wZa f )

The first order equilibrium conditions of (5.34) and (5.35) can be written respectively as

0e ]E[inﬁi(xi,x_i,ﬁ, 6)] +NX,; (Ii), t=1,---,1, (536)
and
1 X
0€ Z:lvzim(xi,x_i,f’“,e) F Ny, (i), i =1, i, (5.37)

Note that in numerical implementation, we may solve (5.35) by fixing sample and driving the smoothing
parameter to zero or fixing the smoothing parameter and increasing the sample size. The former might be
more preferable because it is numerically cheaper to reduce the smoothing parameter than increasing sample
size. In what follows, we give a statement of convergence for both cases. Let S(e) denote the set of solutions
to (5.36) and SV (e) the set of solutions to (5.37).
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Theorem 5.1 Fori=1,---,1, let d;(z;,2_;, &, €) be a smoothing of v(x;, x_;,€). Suppose: (a) there exists
an integrable function k;(§) such that the Lipschitz modulus of 0;(x,&,€) with respect to x; is bounded by
ki (&), (b) for almost every &,

m {vxz@l(x;ax,—w£7e)} - 6:“1}1‘(931‘793_1‘76). (538)

z’—x,e—0
(i) If S(€) is nonempty for all € close to 0, then lim. .o S(e) C S, w.p.1., where S denotes the set of
solutions to (3.9);

(i) If ex — 0 as N — oo, SN (en) is nonempty for all N sufficiently large, then imy_,o SV (en) C S,
w.p.1, where SN denotes the solution set of (3.10);

(iii) If SN (€) is nonempty for all N sufficiently large, then imy_, oo S™(€) C S(e), w.p.1.

In the case when the subdifferential consistency condition (5.38) holds uniformly for £, condition (a) of
the theorem is implied by (5.38) and Assumption 3.1 (a).

Proof. The proof of parts (i) and (ii) is similar to the proof of [72, Theorem 3.1]. Here we give a brief proof
sketch.

Part (i). By assumption, V,,0;(x}, 2" ;,, €) is integrably bounded by #;(£). Then similar to the proof of
[72, Theorem 3.1], we may use the property of Aumann’s integral [6, Proposition 4.1] to obtain

m E [vzlﬁz(x;x/fzagve)] =E |: m leoz(xzvxlfmfve) CE [amivi(xivxfivf)] .

z’—x,e—0 x' —x,e—0

The last inclusion follows from (5.38). Using this argument, we may substitute any solution z(e) € S(e)
into (5.36) and take an outer limit on both side of the equation w.r.t. € — 0. This will show that any
accumulation point of z(e€) satisfies (3.10), and hence the conclusion.

Part (ii). Let
— {v%'ﬁi(l‘7£76)}a ife >0,
g(-Ta 57 6) - { {m(wge,)ﬁ(wp) vxi’&i(x” f’ 6/)} ’ ife = ()’

and
Fo(x,€,0) = U G, &, €).

(z’,e’")eB((x,0),9)
By [63, Theorem 2],

N
7 1 X k 5
A}gnooﬁgvxivi(xiax—hg aGN) - E[]: (1}7570)]

w.p.1 uniformly with respect to #. Thus for any sequence {zV} C S(ex) with accumulation point x*

N
T 1 ~ N ¢k O [k
ngnooﬁlgvmlvz(x 7£7€N)CE[‘F (xagao)]

By [23, Theorems 2.5] ( or [23, Theorem 2.8] and the following remark, or [40, Theorem 1.43 (iii)]),
lim E[F°(2*,&,0)] = E[lim F°(2*, €, 0)] C 85, vi(wi, 24, €).
6—0 6—0

The last inclusion follows from (5.38). The rest is obvious.

Part (iii). Let X be a compact subset of X such that lim. 0 S¥(¢) C X. Under condition (a),
Vo, 0i(i, x4, & €) is bounded by ,;(§). Applying the uniform strong law of large numbers [55, Lemma
Al] to & Zgzl Vo, Oi(xi, i, €% €) over set X, we have

N
. 1 N k o N - 2
]\}l_rgo N I;_l invl(xl,x,z,f 76) - E[vrivl(xu x*lagv E)L for i = L 2
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w.p.1. The conclusion can be obtained following a similar analysis to the proof of Theorem 4.1. |

Analogous to Theorem 4.4, it is possible to analyze the rate of convergence in part (ii) of Theorem 5.1.
That is, if: (a) ™V (e) € SV (¢) and for N sufficiently large, it is located within a neighborhood of z(¢) € S(e),
(b) the moment generating functions e(% (i~ )=E0i(zi.2 6Nt and %)t are finite valued for ¢ close to
0,i=1,---,7 and (c) the set valued mapping

O(z) = Av(z,e) + Gx(x)
is metric regular at x(e) for 0, where
A’U((L’, 6) = E[vzlﬁl (xlv T—1, 53 6)] X X ]E[V%f]g(l';, z_z, ga 6)]

and Gx () is defined as in (4.12), then one can obtain exponential rate of convergence for zV (¢) to x(e).
We omit the technical details.

6 Applications

In this section, we discuss a stochastic Nash equilibrium problem arising from competition of generators in
a wholesale electricity market and use the sample average approximation method to solve the problem.

6.1 A stochastic Nash equilibrium model for the impact of options in electricity
markets

6.1.1 The model

Consider an electricity spot market with M generators competing in a non-cooperative manner to bid for
dispatch of electricity before market demand is realized. The market demand is characterized by an inverse
demand function p(g,&(w)), where p(q,&(w)) is the market price, ¢ is the total supply to the market, and
¢ :Q — 1R is a continuous random variable with support set =Z. Demand uncertainty is thus characterized

by the distribution of the random variable &. Before market demand is realized, generator ¢, ¢ = 1,--- , M,
chooses its quantity for dispatch, denoted by ¢;. The generator’s expected profit can then be formulated as
Ri(¢i, Q) = Elaip(Q, &) — Ci(a:) + Hi(p(Q, €))], (6.39)

where @ = ¢q; + Q—; is the total bids by all generators to the market, (J_; denotes the total bids by i’s
competitors, ¢;p(Q, &) is the total revenue for generator i from selling amount ¢; of electricity if the market
demand scenario turns out to be p(Q, ), C;(g;) denotes the total cost for producing ¢; amount of electricity
and finally H;(p) denotes the payments related to contracts which generators sign with retailers before
entering the spot market.

Contracts are financial instruments which are typically used to hedge risks arising from uncertainties in
the spot market. They are financial instruments which do not involve the actual generation of electricity,
but the money paid under the contract is tied to the pool price. There are essentially two types of contracts:
a one-way contract such as a put or a call option where only one party of the contract commits to pay the
difference between the strike price and the spot price for the contracted quantity, and a two-way contract
where both parties of the contracts commit to the difference as opposed to the one-way contract. We assume
that both generators and retailers are risk neutral, that no retailer will sign a two way contract with strike
price greater than the expected spot price and generators, in equilibrium, will not find it advantageous to
offer lower contract price than expected spot price. Under this kind of assumption which is also known as
no-arbitrage condition in the literature [1, 18], the strike price (denoted by f) of a two way contract is equal
to the expected value of the spot market price E[p(Q, £)], consequently the payment related to the two way
contract does not appear in the expected profit in that for any contacted quantity ¢, Elg(f — p(Q,&))] = 0.
Based on this discussion, here we only consider one way contracts, specifically call option and put option can
be dealt with in the same manner. By selling a call option at a strike price f, generator ¢ will pay w; (p — f)
to the contract holder if p > f, but no payment is made if p < f, where w; is the quantity signed by generator
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i on one-way contract at strike price f. Assuming that generator i enters a call option of quantity w; at
strike price f, we can formulate H;(p(Q,§)) as follows:

Hi(p(Q,€)) = —w; max (p(Q, §) — £,0).

Note that, differing from the two-way contract setting, due to unilateral commitment, the risk-neutral
assumption and the equivalent forward-spot price assumption f = E[p(Q, )] is not applicable to the call or
put option [51, 29, 30]. Generator i’s decision making problem is to choose an optimal quantity ¢; such that
its expected profit defined in (6.39) is maximized. Let

7i(qi, Q-i, &) = qip(Q, &) — Ci(qi) — wimax (p(Q,§) — £,0).
Then generator’s total expected profit can be written as R;(q;, Q—;) = E [r;(q;, Q—;,§)]. Assuming that every

generator is a profit maximizer, we can formulate the competition as a stochastic Nash equilibrium problem.

Definition 6.1 A stochastic Nash Equilibrium is an M-tuple q* = (¢7,...,q%;) such that

—Ri(gi, Q%) = min —Ri(g;, Q). (6.40)

fori=1,---, M, where Q; :=[0,¢¥], and g¥ is the capacity limit of generator i.
The Nash equilibrium problem above is a practical example of the general model (1.1). In what follows,
we apply the SAA method to this problem and investigate the convergence of sample average approximate

equilibrium as sample size increases using our established results in the preceding sections. We need the
following assumptions.

Assumption 6.1 The inverse demand function p(q,&) and the cost function C;(q;) satisfy the following
conditions:

(a) p(q,&) is twice continuously differentiable and strictly decreasing in q for any fived £ € Z;

(b) there exists an integrable function k(§) such that

max(|p(q, )|, [Pg(a:§)|: [Pgq(a, §)]) < k()
forall € € E;
(¢) Py(q,€) +apy(q,€) <0, forallg>0 and € € Z;

(d) the cost function Ci(q;), ¢ = 1,2,...,M, is twice continuously differentiable and Cl(g;) > 0 and
C!(g;) > 0 for all ¢; > 0.

The assumptions are fairly standard, see similar ones in [14, 65].
Proposition 6.1 Under Assumption 6.1,
(i) Ri(q:i,Q—;) is continuously differentiable in g; and its derivative is continuously differentiable with

respect to q;

(ii) 1i(qi, Q—i, &) and R;(q;, Q—;) are strictly concave in g¢;.

Proof. Part (i). Observe first that r;(g;, @—;, ) is piecewise continuously differentiable, that is, if p(Q, &) >
f, then

(ri)q; (2, @—i,§) = P(Q,§) — Ci(qi) + (¢ — wi)py(Q€)

and if p(Q, &) < f
(ri)g: (@i, Q—i, ) = p(Q, &) — Ci(q:) + iy (Q, §).
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The function is not differentiable at point ¢; where p(Q,§) = f. Under Assumption 6.1 (a), (r:)q, (¢i, @i, &)
is bounded by

L(qi,€) = max{r(§) + |Ci(a:)| + |ai — wil(E), £(§) + |Ci(a)| + s (&)}, (6.41)

which implies that r;(g;, @—;, €) is globally Lipschitz continuous in ¢; with an integrable modulus max,,co, L(g;, ).
Notice that for every fixed @, the strict monotonic decreasing property of p(-,£) implies that there exists

at most one £ value such that p(Q,£) = f. This means that r;(¢;, @—;, &) is continuously differentiable in

g; w.p.1. By [57, Chapter 2, Proposition 2|, E[r;(¢;, @—;,&)] is also continuously differentiable in ¢;. In a
similar manner, we can show that the derivative of E [r;(¢;, Q—;, )] in ¢; is also continuously differentiable
with respect to q by verifying that the function (TZ):I (i, Q—i, &) is Lipschitz continuous in q with some
integrable modulus and it is continuously differentiable in q w.p.1. We omit the details.

Part (ii). Under Assumption 6.1, one can easily show the strict concavity of r;(g;, @—;,&) and hence
Ri(qi,Q—;). Again we omit the details. |

With Proposition 6.1 and [54, Theorems 1 and 2|, we can show the existence and uniqueness of the
equilibrium of (6.40). We omit the details because they are not the main focus of this paper.

6.1.2 Sample average approximation

Stochastic Nash equilibrium problem (6.40) makes a good case for SAA method in that: (a) the distribution
of ¢ is not necessarily known but it may be obtained by sampling from past data or computer simulation;
(b) the presence of max-operator in r;(g;, Q—;,&) makes it difficult to obtain a closed form of R;(g;, @—;)
even when the distribution of £ is known.

Let £1,--- &N be an i.i.d. sample of £(w). The sample average approximation of the Nash equilibrium
problem (6.40) is: find g%V := (¢2¥,¢2",...,¢}}) € Q1 x Qa x - -+ x Qs such that

N
. 1
—RY(q", Q%) = min —RY(4:, Q%) = ]; —ri(ai, Q-i,€") (6.42)
for s = 1,---, M. In order to study the convergence of q'V, we need first order equilibrium conditions of

both the true problem and its sample average approximation. Observe first that from Proposition 6.1 (i),
E[ri(g;, @—i,&)] is continuously differentiable. Therefore the weak first order equilibrium condition of the
true problem (6.40) coincides with the first order equilibrium condition which can be written as:

0e-E [Vqﬂ“i(% Q—i7 f)] +NQ; (ql)7 i=12,..., M. (643)
For the SAA problem, the underlying functions are piecewise continuously differentiable. We use the Clarke
generalized gradient to characterize the first order equilibrium condition as follows:
1
0e-—+ ;8%7",-((]7;,@_1,5’“) +No,(g:), i=1,2,..., M. (6.44)
For simplicity of notation, let
’ ’ T
F(qa f) = ((Tl)ql (qla Q—la 5)7 Tty (T]\/I)qM (qM7 Q—M7 g)) )

G(q) = Ng,(q1) X ---Ng,, (qar) and ¥(q) = —E[F(q,&)] + G(q). Then the first order equilibrium condition
(6.43) can be written as 0 € ¥(q).

Lemma 6.1 Under Assumption 6.1, VqE[F(q,§)] = E[V4qF(q,&)] and E[V4F(q,&)] is a nonsingular for
allq € Q.

The proof of this lemma can be obtained by a detailed calculation of the determinant of matrix E[V4F(q, £)].
We include it in the Appendix.
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Theorem 6.1 Let qVV be a Nash-C-stationary point defined by (6.44). Under Assumption 6.1, there exists
a unique Nash equilibrium q* for problem (6.43) and the sequence {q™} converges to q* at an ewxponential
rate, with the increase of sample size N, that is, for any small positive number € > 0, there exist constants
¢1(e) > 0 and é(e) > 0, independent of N, such that for N sufficiently large

Prob (aV — | > €) < é1(e)e 2N, (6.45)

Proof. Under Assumption 6.1, we can show through Proposition 6.1 the existence and uniqueness of the
Nash equilibrium g*. We use Theorem 4.4 to prove the rest. To this end, we verify conditions (a)-(d)
of Theorem 4.3 in this context. Condition (a) is part (a) of Assumption 3.1. Obviously r;(g;, Q@—;,&) is
Lipschitz continuous with respect to ¢; with modulus L(g;,&) defined as in (6.41). Condition (b) follows
from Proposition 6.1 which shows that E[r;(¢;, @—;, )] is continuous. Conditions (c) follows from Remark
4.3. To see this, observe that r; is piecewise twice continuously differentiable. It is easy to verify that the
Clarke generalized derivative (r;)7, is upper semicontinuous with respect to q. Condition (d) is automatically
satisfied because the support set = is bounded, see comments by Shapiro and Xu about conditions (C1) and
(C3) in [64, page 408]. [ |

Note that the nonsingularity of matrix V4E[F(q,&)] implies that ¥(q) is metric regular for all q € Q,
see a discussion by Rockafellar and Wets in [52, page 388]. Therefore Remark 4.4 applies in this case, that
is, (4.33) holds with ©(t) = at. We omit the details.

6.1.3 Smoothing approximation and convergence

In Proposition 6.1, we have shown that E[r;(¢;, @—;,§)] is continuously differentiable in ¢;. However,
ri(qi, Q_s,€%) in the sample average Nash equilibrium problem (6.42) is not necessarily continuously dif-
ferentiable for every £*. The possible nonsmoothness results from the max-function. In what follows, we
consider a simple smoothing scheme used in [72] to smooth the max-function. Let € € R4 and a(z,€) be
such that for every e > 0, let

a(z,€) = eln(1 + /) (6.46)

and for € = 0, a(z,0) := max(z,0). It is proved in [72, Example 3.1] that a(z, ¢) satisfies properties (a)-(c)
specified in Definition 5.1. Moreover, a(z,€) is convex in z and it satisfies the gradient (subdifferential)

consistency, that is,
I da
lim 7@(2’, 2
(2/,6)=(2,0) dz

Let hz(qm Q*’Uf? 6) = a’(p(ql + Qf’iag) - f? 6) and
7i(qi, Q—iy &, €) = ip(Q, ) — Ci(qi) — wihi(gs, Q—i, &, €).

Then we may solve the following smoothed SAA problem instead of (6.42): find an M-tuple q¥(e) =
(a (€), ..., 43 (€)) such that

= [0,1] = 9, max(z, 0). (6.47)

_RfV(QI]V(ﬁ)’ in(e)ae) :qnélg _7ZTA QZ7QN £ ) )a 1= 1527"'5M' (648)

The above problem is the sample average approximation of the following smoothed true problem: find an
M-tuple q(€) := (g1 (€), . .., qn(€)) such that

*Ri(Qi(e)aQ—iaG) = rneaé( 71%1'(%3@—1'(6)36)7 i = 132a B 'aM' (649)

Since the smoothing preserves the convexity, ]:Zi(qi, Q_i,¢) is also convex in ¢;. Therefore both (6.48) and
(6.49) have a unique equilibrium under Assumption 6.1. Moreover, the convexity of the problem means that
we can we can solve (6.48) by solving the following KKT conditions (which form a variational inequality):

0¢ ffz L (@, QNi(e), € €) + N, (i), i =1,2,..., M. (6.50)
The following proposition summarizes the convergence of q (¢) and q(e) as N — oo and € — 0.
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Proposition 6.2 Under Assumption 6.1, q" (¢) converges to q(e) w.p.1 as N — oo for fived € > 0 and q(e)
converges to a stochastic Nash equilibrium of (6.40) w.p.1 as € tends to 0.

Proof. We use Theorem 5.1 to prove the results. Since a(z, €) is a smoothing of max(0, z), it is easy to verify

that #;(g;, @—s, &, €) is a smoothing of r;. Moreover, since a.(z,€) is bounded by a constant ([72, Example

3.1]), then under Assumption 6.1, there exists an integrable function «;(€) such that the Lipschitz modulus

of 7;(g;, Q—i, &, €) with respect to ¢; is bounded by «,(§). Moreover, (6.47) implies that for almost every &,
m O{Vq;,fi(q;‘a Q/—m 57 6)} - aql'ri(%'v Q—h 5)

q’'—q,e—

The conclusion follows from Theorem 5.1. [ |

6.1.4 Numerical tests

We carry out numerical tests on the proposed smoothing SAA scheme for solving the stochastic Nash
equilibrium problem (6.40) with three generators signing call options. We use mathematical programming
codes in GAMS installed in a PC with Windows XP operating system and the solver PATH for solving
(6.50). Our tests are focused on different values of the smoothing parameter ¢ and sample size N.

Example 6.1 Consider problem (6.40) with three generators which compete with each other in dispatching
electricity. The inverse demand function is p(q,&) = a(§) — Bq, where & is a random variable with uniform
distribution on [0,1], 8 is deterministic (we set § = 1), and «(§) takes a form of af + oy with o = 20,
ag = 30. Table 1 lists the three generators’ quantities of call option w; and cost functions. The strike price
is f = 22.

Table 1: Quantities of the contracts and cost functions

| Generator | w; | Ci(q) |
1 10 [ ¢f +2¢
2 81242+ 2¢o
3 0 | 245 +3g3

We can solve the true problem analytically and obtain the exact equilibrium and other related quantities
as displayed in Table 2.

Table 2: Exact result of Example 6.1.

True problem (q1,493,93) Q" | Ep(@"9)] (Ri, R3, R3)
(8.300,4.781,4.987) | 18.067 | 21.933 | (71.886,29.851,44.677)

We carry out the numerical tests with different smoothing parameter values and sample sizes. The
results are displayed in Table 3 where ¢/ (¢) denotes generator i’s approximate dispatch, R (¢) denotes i’s
approximate profit, @~ (¢) denotes the approximate aggregate dispatch, p(Q™ (¢)) denotes the approximate
average price.

The results show that the convergence is not very sensitive to changes of the value of € when it is in the
range of [0.02,2]. This is consistent with the observations obtained in the literature, see [38, 72].

To investigate the smoothing parameter issue further, we fix the sample size to N = 5000, and look
into the computing time, main iterations (defined by GAMS) and function evaluations as € is reduced. It
turns out that there is no further improvement of approximate solutions, and yet the computing time for
getting a solution significantly increases, see our report in Table 4. Let us explain this phenomena. Our

smoothing function in this example is @(z,€) = eIn(1 + ¢*/€). The second order derivative of the function is
ez/e

dlz/z(z7 €) = e(ltez/o)2

It is easy to verify that a7, (z,€) — +oo as € — 0 for z < 0. This means the smoothed
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Table 3: Numerical results of Example 6.1.

e [N [@@Od@.a@) ] QY@ [ 5@ @) | &Y (@, (@, 7 @)
2 500 (8.114, 4.680, 4.926) 17.719 21.629 (71.043, 30.209, 43.539)
1000 8.222,4.739, 4.963) 17.924 21.816 (71,291, 29.788, 44.238)
5000 8.281,4.771, 4.980) 18.033 21.901 (71.900, 29.969, 44.556)
0.2 500 8.163,4.706,4.937) 17.806 21.683 (71.296,30.191,43.741)
1000 8.242,4.751, 4.975) 17.969 21.877 (71.516, 29.800, 44.466)
) ( )
) ( )
) ( )
) ( )

(
(
(
(
5000 | (8.297,4.779,4.983) | 18.059 | 21.914 | (71.823,29.845,44.608
(
(
(

0.02 | 500 8.168,4.708,4.936 17.811 21.678 71.299, 30.164, 43.720
1000 8.250,4.755,4.973
5000 8.299,4.780, 4.982

17.979 21.867
18.061 21.912

71.521, 29.805, 44.429
71.824,29.846, 44.598

SAA problem (6.49) becomes ill-conditioned as ¢ — 0. Consequently more computational time and function
evaluations are needed to get a solution although we solve it through its first order equilibrium conditions
(6.50).

Table 4: Numerical results of Example 6.2.

€ Major Iteration | Minor Iteration | Function Evaluation | Computation Time

2 1 1 4 0.140 sec

0.6 1 1 4 0.140 sec

0.2 2 2 5 0.156 sec
0.06 2 2 5 0.172 sec
0.02 2 2 5 0.188 sec
0.006 190 194 3184 232.304 sec
0.002 203 207 3364 274.399 sec

Example 6.2 Consider Ezample 6.1. Assume now & follows a truncated normal distribution with mean
value 0.5 and standard deviation 1, and truncated 0.5 above and below the mean value. Assume also the
strike price of the one-way contract is 27 while all other parameters are the same.

We carry out numerical tests for this example with fixed the smoothing parameter ¢ = 0.2 and varying
sample size in order to study the convergence of the approximation with respect to the sample size. The
results are displayed in Table 5.

Table 5: Numerical results of Example 6.2.

N (@ @.d @40 [ 7@ [ 5@ @) | (B0, R @ B @)
500 ( .648. 4. 487 5. 079) 17.214 22.397 (89.612,44.942,46.923)
1000 (7 745,4.539, 5. 108) 17.393 22.541 (91.659,46,073, 47.631)
5000 (7.755,4.544,5.108) 17.407 22.542 (91.739, 46.109, 47.638)
10000 (7 760,4.547,5. 112) 17.409 22.550 (91.872,46.166, 47.662)

The results show that there is no significant improvement when the sample size is changed from 500 to
10000. This reflects the fast convergence of the sample average approximation.

Our conclusion from the preliminary numerical tests is that the smoothed SAA method through (5.37)
might provide a convenient approach to obtain an approximate solution with relatively low precision (due
to the limitation in reducing smoothing parameter). To obtain a more accurate solution, one may apply
some iterative method such as the well-known bundle method [36] to solve the SAA problem (1.6) directly
(without smoothing) with the obtained approximate solution as a warmstart (initial point).

24



6.2 A stochastic Nash equilibrium model for electricity markets with network

The stochastic Nash equilibrium model in Section 6.1 is convex and focuses on a single node electricity pool
market. In this section, we consider a nonconvex problem which models generators’ competition for dispatch
in a centrally dispatched wholesale spot market with demand uncertainty and transmission network con-
straints. The aim is to study electricity market competition from a different angle and show the applicability
of model (1.1).

6.2.1 Problem description

Let us consider a market which consists of a set of nodal spot markets connected through transmission grids.
There exists a pool operated by an Independent System Operator (ISO), which serves as a broker, and makes
decisions on the market clearing price and power transactions. The ISO leases the transmission system from
the network owners and controls the power flows in order to maintain the feasibility of the transmission
network.

Over the past few years, game-theoretic models have been extensively used to investigate strategic be-
havior in deregulated electricity markets with network constraints. Hobbs, Metzler and Pang [24] proposed a
strategic gaming model for analyzing an oligopolistic electricity market economy with several dominant firms
in an electric power network, where individual generators’ decision problem was formulated as a mathemat-
ical program with equilibrium constraints (MPEC). Hu and Ralph [26] apparently made the first attempt
to investigate a bilevel game-theoretic model for electricity markets with transmission networks, where the
corresponding bilevel game is recast as an equilibrium problem with equilibrium constraints (EPEC). More-
over, due to nonconvexity of the transmission constraints, they introduced some new concepts such as local
Nash equilibria and Nash stationary points for characterizing the equilibrium conditions of EPEC which
complement the standard concept of (global) Nash equilibria. In the literature, there exist a volume of
game-theoretic models or equilibrium models employed to investigate strategic behavior in electricity mar-
kets with transmission constraints, see Yao, Oren and Adler [73] for using an SEPEC to model an equilibrium
in the spatial market with the demand uncertainties at each node, Wei and Smeers [70] for a generalized Nash
equilibrium model for an oligopolistic electricity market with spatially dispersed generators and consumers,
and Day, Hobbs and Pang [12] for a conjectured supply function equilibrium model of competition among
generators on a linearized DC network.

The stochastic equilibrium model to be discussed in this section follows primarily from Yao, Oren and
Alder’s model in [73] and [74], where the generators anticipate the impact of the transmission line congestion
and take the effect into account in their production decisions. Here we discuss how the model can be fit
to our stochastic Nash equilibrium framework and how the proposed numerical schemes could possibly be
applied to it.

Consider a lossless direct current (DC) network with a set of transmission lines denoted by L = {1,--- , L}.
The network underlying the spot market consists of a set of nodes denoted by G = {1,--- ,G} and a set of
generators indexed by ¢ = 1,2,--- , M. In the spot market, we assume that generator ¢ operates the units at
a subset of locations (nodes) G; C G fori =1,2,--- , M. We also assume that at most one generator operates
at a node, and if necessary, we can introduce artificial nodes to meet this assumption [74]. Moreover, we use
a vector of continuous random variables £(w) = (&1(w), -+, &g (w)), with support set = to characterize the
demand uncertainty in the wholesale electricity market where £,(w) denotes the uncertainty at node g € G.
As in Section 6.1, we use py(7,,&(w)) to describe the inverse demand function at node g. That is, if the total
supply to the node is 7,5, then the market price is py(7y, &) at scenario £(w) = £. A significant difference from
the previous model in Section 6.1 is that here the market may have a number of different nodal prices over
the network.

In this game-theoretic model, the generators compete in a noncollaborative manner before the uncertain-
ties are realized, each of which wishes to maximize its individual expected profit by taking the ISO’s decision
making process into account. After knowing a particular realization of the demand uncertainty (£ = £(w))
and receiving individual generator’s bids for supply, the ISO makes a decision on each generator’s dispatch
and the import or export quantity r4(§) at each node g € G, and hence the flow on every transmission line
leL.

Let us first formulate ISO’s decision problem. Given that the realization of the demand uncertainty £
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and generator i’s production quantity g, at node g € G;, the ISO determines generators’ dispatch and the
import/export 74(§) at every node g € G. These quantities are required to satisfy the network feasibility
constraints, that is, the resulting power flows should not exceed the thermal limits K; of the transmission line
[ in both directions. In this model, we consider a lossless DC approximation of Kirchhoff’s laws. Specifically,
flows on lines can be calculated using power transfer distribution factor (PTDF) D, 4, which specifies the
proportion of flow on a line [ € L resulting from an injection of one-unit electricity at node g € G and a
corresponding one-unit withdrawal at some fixed reference node [10]. The ISO’s objective is to maximize the
total social welfare of the entire network which is defined as the total consumer willingness-to-pay, less the
sum of all generation costs. Mathematically, this is the aggregated area under the curve of the nodal inverse
demand function py(-,£). The ISO solves the following problem parametric on the generators’ production
decision ¢4, g € G, and £ € E:

rq(£)+a
max ( g I pg(1y,8)dry, — Cylq )
ry(€): 9EG geZg 0 g( g 5) g g( 9)

s.t. > re(€) =0,

geg

74(§) +49 >0, g€G, (6.51)
> Dl,grg(g) >—-K;, lek,

9€g

Z Dl’g’r’g(f) <K;, leL.

geg

Here Cy(qq) is a generator’s total generation cost in producing a quantity g, of electricity at node g, the
first constraint indicates the load and the generation must be balanced at all times which means that all
import and export quantities must add up to zero; the second constraint means that the net consumption
of electricity at node ¢ is nonnegative; the last two constraints mean that the quantities flowing through a
line in both directions should not exceed the thermal limits, see [74] for details.

Let 0(£), n4(&), A, () and )\?'(5) denote the Lagrange multipliers corresponding to the constraints in
(6.51). The first order necessary conditions (the Karush-Kuhn-Tucker (KKT) conditions) of the ISO’s
problem can be written as:

0=pg (rg(§) +aq,8) — 2(§) +ng(&) — %Dl,g (N =), g€,
le

0 <ng(&) L rg(§) +g9 >0, geg,
O = g%rg(§)7 (652)
OS){({)J_KI—I— Z Dl,grg(f) >0, lel,

€g

) 0, leL.

0< N (&) LK — Y Dygrg(§) >
geg

Assume that the inverse demand function py(g,&) is decreasing with respect to ¢ for every fixed £. It is
easy to verify that the objective function in the ISO’s problem (6.51) is concave with respect to rg,g € G.
Since all of the constraint functions are linear, then the ISO’s problem is a concave program. This implies
that problem (6.51) is equivalent to the KKT system (6.52). In particular, when py(g,§) is is monotonically
decreasing, both (6.51) and (6.52) have a unique solution.

Let us now consider an individual generator’s optimal decision making problem. In the pool, generator
i,1=1,2,..., M, determines the output of its generation unit at each node g € G; before the actual market
demand is known. Assume that each generator aims at maximizing its expected profit and in doing so the
generator anticipates the impact of its production on ISO’s decision making (e.g. on power dispatch, flows
and market clearing price) and its competitors’ response. Consequently we can formulate the generators’
optimal decision making problems as follows: for i =1, -+, M

26



max Y. Pg(rg(§(w)) +qg,8(w))gg | — 2= Cylay)

qg,rg(~),g€gi g€eg; geg;
s.t. for a.e. w € Q
0< qg < dg;9 € Gi,
0 =py (rg(£(w)) + 4y, (W)) Q(E(W)) (i(w))
- ZLDl,g (N (Ew)) —

0= 5 role(w)).

g€eg
0 < 7y(€(w)) L rg(€(w)) + 49 > 0,9 €G,
0N (€@) L Kit ¥ Digrol€(w)) 20,1 L,
0 <N (Ew)) L K~ % Dugry(€(@) 2 0,1 € L.

(6.53)

This is a two stage stochastic Nash equilibrium problem with equilibrium constraints: in the first stage,
generators make a decision on their production quantities and in doing so they anticipate the ISO to decide
power flows 7y, g € G in the second stage by solving (6.51) which becomes an equilibrium constraint in (6.53)
(through the equivalent formulation (6.52)). Theoretically speaking, the ISO’s problem may have multiple
optimal solutions or equivalently the second stage equilibrium constraints in (6.53) may define multiple
equilibria. By considering the maximization with respect to 74(-) in the formulation we implicitly assume
that each generator is optimistic in anticipating the ISO’s decision outcome. For simplicity of discussion,
we assume that ISO’s decision problem has a unique optimal solution and consequently maximization with
respect to 74(-) can be dropped.

Note also that the equilibrium constraints form a complementarity problem which defines a nonconvex
feasible set and hence problem (6.53) is nonconvezr in general. Moreover following our discussion in the
introduction, the two stage stochastic Nash equilibrium problem can be reformulated as a one stage stochastic
Nash equilibrium problem. The objective function of the reformulated problem is the expected value of the
optimal value function of the second stage problem which is usually nonsmooth and nonconvex.

We apply the sample average approximation method to problem (6.53). Let &%, ...,6Y be an i.i.d.
sample of &(w). The sample average approximation of Nash equilibrium problem (6.51) is: find qVV :=
(q{v,--« ,qg) € Q1 X Qy X --- X Qg such that for i = 1,2,--- , M, q¥ {qg }geg, solves the following
optimization problem:

max Z > Dy (Tg( )+Qg7§k) a9 — 2= Cylag)

49,9€G: k: g€G; g€§;

0=y (1 (69) 05.€8) — 0 (€4) 1 (€4) — 3= Dug (NF (€)= A7 (64)). g €.

. ieL
0= £") .
g%:grg( ) (6.54)
Ogng(f)irg(fk)—l—qg>0 geaqg,
OS)\f(f)LKl—i-ZDlgrg(f’“)ZO, leL,
OS)\?_<£k)J~Kl Z D, 97g (gk) >0, ZEL,

0 < gy, gegi,l—lQ M,
0<qy —qq, gegi,i:LQ’...Jw7

where the feasible set of the generation quantity of generator i at node g € G; C G is Q4 = [0, §4]. Note that
from numerical perspective, (6.54) is not necessarily feasible for every sampling because unless we strengthen
the feasibility of its true counterpart from “a.e.” to “every w”.

6.2.2 A three-node network

To explain the numerical schemes outlined in the preceding subsection in detail, we consider a three-node
network connected with three transmission lines as indicated in Figure 1. Demand occurs at each node
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Node 3

Node 2
Genco 2

Genco 1

Figure 1: A three-node example with two generators.

but there are only two generators located in node 1 and node 2. Following the notation in the preceding
subsection, G; = {1} and G» = {2}, G = {1,2,3} and M = 2, L = {1,2,3} with the total number of lines
L = 3. To avoid confusion, we denote the transmission lines by L = {l1,ls,l3}. Other parameters are
summarized in the following tables:

Table 6: Price functions and cost functions at each nodal market

] node g \ generator i \ Pq (74, &) \ Ci(q;) ‘
g=1 L]a(§) —0(Om [ s + i}
g=2 2 | ax(§) —b2(72 | 2q2 + B2
g=3 - | a3(§) = b3(§)T3 -

Table 7: Power transfer distribution factors (PTDFs) at the market

’ nodeg ‘ Dlhg ‘ Dlz,g ‘ Dlg,g ‘

In Table 7, the power transfer distribution factor D;, specifies the proportion of flow on a line [ € L
resulting from an injection of one-unit electricity at node g € G and corresponding one-unit withdrawal at
some fixed reference node. In this model, we set node 3 as a reference node, which means D; 3 = 0 for all
Il = 1,2 and 3. The choice of the reference node only affects the matrix of the power transfer distribution
factors, and the power flows to a certain reference node is not of importance for the global system solution,
but is used in the calculation of the transmission flows and is necessary for a proper understanding of PTDFs,
see [10] for details.

Based on the structure of the system as indicated in Figure 1 and the parameters listed in Tables 6 and
7, the ISO’s decision problem for a particular realization £ = £(w) can be written as:

3
om0 5 (5T @€ = b€ dry ) = (rar + 6rdd) = (02 + ach)
s.t. T1(§)+7”2(€)+7‘3(§) :0,
ri(§) +aq1 =0, (6.55)
r2(§) + q2 2 07
r3(§) > 0,

—Kl S Dl 1T1(§) + Dl72’l“2(§) + Dl73r3(§) S Kl, fOI" l = 1,2,3.

Consequently, competition between the two generators can be mathematically modeled as a stochastic Nash
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equilibrium problem: find (g7, ¢3) which solves the following problem:

max  E[(ag(§(w)) = by(§(w)) (rg(€(w)) + a9)) 4] — (g + By3)

a4,9€G;
s.t. for a.e. w € Q

0= ag(g(w)) = bg(§(w)) (rg(§(w)) + gq) — 2(§(w)) +1g(§(w))

fl; Dig (N (W) = A7 (6w))), 9 =1,2,
0—ag(£(w))—bg(£( )) = e(€(w)) +ng(€(w))
- Z Dig (A (€w)) = A7 (€))), 9 =3,
(

0= 7“1(6( )) +r2((w)) ) (6:56)

0 <ng(&(w)) Lry(&(w))

0 <ny(&(w)) Lry(€(w))
)

0< A (§(w) LK+ 3 Dz,grg(ﬁ(w)) >0,0=1,2,3,

&
~
=

Q
—~
A
—~
&
~
[

0 <N (€(w)) L Ki - Y Digry(€(w)) 2 0,1=1,2,3,

0<gy,9=12,
qug7ang:132'

We carry out a number of numerical tests for solving sample average approximation of (6.56) with the data
specified in Examples 6.3-6.4: In Example 6.3, we test the convergence as the sample size N increases; in
Example 6.4, we perform comparative static analysis (with fixed sample size) on the sensitivity of various
economic variables such as generator’s dispatch, expected profits and the expected market price with respect
to the change of generator 1’s marginal cost. We use mathematical programming codes in GAMS installed

in a PC with Windows XP operating system and solver PATH for solving sample average approximation of
(6.56).

Example 6.3 Consider the inverse demand function py(gq,&y) = ag + &g — byqy, at node g = 1,2,3, where
&, follows a truncated normal distribution with support [—5, 5], mean value 0 and standard deviation 1. Let
& = (£1,62,83) (In this case, &, describes the demand uncertainty at node g while § represents all of the
uncertainties. The power flow 74(§) depends & in general). The other parameters are given in Tables 8§ and
9.

Table 8: Price functions and cost functions at each nodal market

’ node g \ generator 1 \ P (74, &) \ Ci(q:) ‘
g=1 i=1] 254+& —12(p +7(9) 51 + a3
g =2 i=2]265+& — 1.3(g2 + 12(€)) | 2¢2 + 1.5¢3
g=3 . 970+ & — Loy -

Table 9: Power transfer distribution factors (PTDFs) at the network

’ node g \ Dy, g \ Dy, 4 \ Dy, 4 ‘
g=1 0.5 ] —0.5| —0.5
g=2 0.5 ] —0.5 0.5

K 1.8 1.8 1.8

We carry out a number of numerical tests for sample average approximation of (6.56) with sample
sizes 500,1000 and 2000. The results are displayed in Table 10 where Fg(qév) = % 25:1 74(€%), ﬁg(qév) =

% Zivzl Pg(qy +74(€F),€F) for g = 1,2,3 and RY, i = 1,2, is the sample average of generator i’s profit. The
results show that there is no significant improvement as the sample size increases from 500 to 2000. This is
consistent with the observation in Subsection 6.1.
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It is important to note that (¢i¥,q) displayed in Table 10 are obtained from solving sample average
approximation of (6.56) and they are (approximate) weak Nash-C-stationary points of the true problem
(6.56). In order to verify whether they are Nash equilibria or not, we may look into the quasiconvexity of
each generator’s objective function by fixing its rival’s dispatch. It is very difficult to do this in this case
because each generator’s decision problem is a two-stage mathematical program with equilibrium constraints.
Similar comments apply to Example 6.4. In the case when r4(§), g = 1,2, is piecewise linear function of
¢1,q2, we can prove that the objective function in (6.56) are piecewise concave provided that 5, > b4(§)
w.p.1 for g = 1,2 and subsequently (¢, ¢ ) is an (approximate) local Nash equilibrium.

Table 10: Numerical results of Example 6.3.

N q{\lvqév fl(qév)vf2(qg]qv)7f3(qév) ﬁl(q{v)7ﬁ2(qg)aﬁ3(qév) R{\r:RéV

500 5.407,4.915 | —2.573,—1.003,3.575 21.560,21.415,22.638 | 60.516,59.186
1000 | 5.413,4.920 | —2.575,—1.004, 3.579 21.594,21.409,22.632 | 60.524,59.182
2000 | 5.416,4.922 | —2.576,—1.004, 3.580 21.591,21.406, 22.630 | 60.528,59.180

Example 6.4 We now move on to investigate the impact of the change of a single generator’s marginal cost
on the other generator’s dispatch and nodal prices etc. Specifically, we consider generator 1’s cost function
C1(q1) = 5q1 + B1G? and look into the impact when parameter By increases from 0.7 to 1.6. Observe that the
marginal cost is 5+ 201q1 and it increases as parameter 81 increases. We list details of other data in Tables
11 and 12 and leave distribution of £ as in Example 6.3. The sample size is 1000.

Table 11: Price functions and cost functions at each nodal market

’ node market g \ generator i \ Pg(74,€) \ Ci(gi) ‘
g=1 1]1265+&6 —1.2(n +71(6) | 51 + Bigd
g=2 2 [ 26.5+ & —1.2(q2 + 72(8)) | 5g2 +1.25
g=3 - 28.0 + & — L.5m3(¢) -

Table 12: Power transfer distribution factors (PTDFs) at the market

’ node g \ Dy, g \ Dy, g \ Dy, 4 ‘
g=1 0.5 —0.5| —0.5
g=2 0.5 ] —0.5 0.5

K; 1.8 1.8 1.8

Figures 2-4 show how the change of parameter value 8, from 0.7 to 1.6 affects the dispatch and profits of
the two generators and market prices at the three nodes. Figure 2 shows that when 8; = 1.2 the dispatches
of the two generators are equal as the two generators are in a symmetric position. Figure 3 depicts the
change of average nodal prices as 31 increases. Note that when 81 < 1.1, power flow on each line reaches the
line capacity limit (K; = 1.8) therefore the price at node 3 remains constant. The price at node 2 is slightly
higher than the price at node 1 because generator 2 produces less power at node 2. When 8y > 1.1, power
flow on each line drops below the line capacity limit. Consequently the three nodal prices coincide. Figure
4 depicts the change of expected profits of the two generators.
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Figure 2: Comparative static analysis on the dispatch quantities with respect to the change of ;.
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Figure 3: Comparative static analysis on the expected node prices with respect to the change of 3.
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Figure 4: Comparative static analysis on the expected profits with respect to the change of 3.
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Appendix

Proof of Proposition 3.1. Part (i). Let u; € IR"™ be fixed. By definition, the Clarke generalized derivative
[9] of v;(x;, x—;, &) with respect to z; at a point z; in direction wu; is defined as

(vi)g, (zi, w i, & ui) i= limsuplv; (y; + tug, v, &) — vi(yi, i, §)] /T
t—0

Since v; is continuous in ¢ and &(w) is a random vector, then v; is measurable, and by [4, Lemma 8.2.12],
(v3)9, (@i, x4, &5 u;) is also measurable. Since (v;)9 (24, £—4,§;u;) is the support function of 9y, v;(xi, x_;,§),
by [4, Theorem 8.2.14], 0., v;(x;, x_;, &) is measurable. Part (ii). Assumption 3.1 (a) indicates that 9, v;(x;, z_;, &)
is integrably bounded. Together with the measurability as proved in Part (i), this gives the well definedness

of E[@xivi(xi,x_,-,f)]. |
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Proof of Lemma 6.1. The first part of the conclusion follows from Proposition 6.1 (i). In what follows,
we show that E[VqF'(q,§)] is a nonsingular matrix under Assumption 6.1 for all ¢;, @Q—; > 0. From the
definition of 7;(g;, Q—;, &), we have for i =1,2,..., M,

[ p@Q6) — Cla) + aph(Q.6), if p(Q.€) < f;
(’“)qi(q“@‘“f)‘{ p(Q.8) — Cllas) + (di — w0 (Q.6), i p(Q.€) > f.

Hence, for j # 1,

oA e pe(@Q,8) + ain, (@, ), if p(Q,¢) < f;
(re)auq, (@0 Q=1 8) = { Ph(Q.€) + (a — Py (@, €). i p(QsE) > T,
and j =1,
) (g Qi €) { 20,(Q, &) — C'(ai) + 4y (Q: €), if p(Q.¢) < f;
Vaigi 0 20,(Q,€) — C/(ai) + (¢ — wi)pl, (@, ), if p(Q,&) > f.

Therefore, we can write the matrix E[V4F(q,£)] as the sum of two conditional expectations as

E[VqF(q,§)] = E[VqF(q,8)p(Q,¢) < fIProb (p(Q,€) < f)
TE[VqF(a,§)[p(Q,§) = f]Prob (p(Q, &) > f).

Since the set {{|Prob (p(Q,&) = f)} has measure zero, we have
E[VqF(q,§)] = E[VqF(q,8)[p(Q,¢) < fIProb (p(Q,¢) < f)
+E[VqF(q,8)|p(Q, &) > fIProb (p(Q, &) > f) .
Let

Ai(gi, Qi) = E[p,(Q,8) + qiply,(Q,&)]Prob (p(Q, )< f)
FEP,(Q, &) + (qi — wi)py,(Q, §)]Prob (p(Q, &) > f)

and

Bi(gi, Q—i) = E[2p4(Q,&) — O (a:) + aipyy (@, §)|Prob (p(Q, ) < f)
+E[2p5(Q, §) — C7 (i) + (@ — wi)py(Q, §)]Prob (p(Q. ) > f).

From Assumption 6.1 and the convexity of p(-, &), we have

Ai(qi, Qi) < Elpl, + qip;,JProb (p(Q, &) < f) 4 E[pj, + qipg,|Prob (p(Q,§) > f) <0

and

Bi(gi: Qi) = Ailai, Qi) + E[p(Q,€)] = O (a) < 0.

Hence, the matrix E[V4F(q, )] can be formulated as
Bi(q1,Q-1) Aaq2,Q-2) - Anm—1(qu-1,Q-nm-1)) Anm(anr, Q-nr)
A1(q1,Q-1) Ba2(q2,Q-2) - Am—1(qm-1,Q—nm—1)) Anm(qnr, Q-nr)
Ai(q1,Q-1) Aaq2,Q-2) -+ Bu—1(qu—1,Q-nm—-1)) Anm(anr, Q-nr)
A1(q1,Q-1) Az(q2,Q-2) - Anm—1(qm-1,Q—(nm—1)) Bum(qnm,Q-nr)
and its determinant is the same as the following matrix
Elpg] — CY(a1) —E[pg] + C5 (q2) 0 o 0 0
0 Elpg] — C9(q2)  —Elpg] +C4(gs) --- 0 0
0 0 Elpy] — C5(gs) - 0 0
0 0 0 o Elpgl = Chr—a(am—1)  —E[py] + Cr(gm)
Ai(q1,Q-1) Az(q2,Q-2) As(g3, Q-3) o Am—i(gu-1,Q—_u—1))  Bum(anm, Q-n)
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Hence, the determinant equals to

EVaF(q, &)l =Y [Ai(g: Q) [ EBlpy(Q.]1 - C7(a) | + ] Elpi(Q,€)] - Ci'(a:)) -
i=1 e i=1

From Assumption 6.1, we have, for every i = 1,2,..., M, p(Q,§) < 0 and C/(¢g) > 0 for any fixed Q,q >0
and hence E[p}] — Cf" < 0. Therefore we can rewrite |[E[V4F(q,§)]| as

M
[E[VaF(q,&) MZ\A 0, Q- [ [Elpa(Q, )] — CF (a)] + (- MHIE[p;(Q,ﬁ)] - (g)]-

J#i

Moreover, since for i = 1,2,..., M, E[p;] — C} < 0, we have |[E[VqF'(q,§)]| # 0 and hence E[V4F(q,§)] is
nonsingular. |
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