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Abstract

In a recent paper [8], Chan and Sun reported for semidefinite programming (SDP) that the
primal/dual constraint nondegeneracy is equivalent to the dual/primal strong second order
sufficient condition (SSOSC). This result is responsible for a number of important results in
stability analysis of SDP. In this paper, we study duality of this type in nonlinear semidefinite
programming (NSDP). We introduce the dual SSOSC at a KKT triple of NSDP and study
its various characterizations and relationships to the primal nondegeneracy. Although the
dual SSOSC is nothing but the SSOSC for the Wolfe dual of the NSDP, it suggests new
information for the primal NSDP. For example, it ensures that the inverse of the Hessian
of the Lagrangian function exists at the KKT triple and the inverse is positive definite on
some normal space. It also ensures the primal nondegeneracy. Some of our results generalize
the corresponding classical duality results in nonlinear programming studied by Fujiwara,
Han and Managsarian [13]. For the convex quadratic SDP (QSDP), we have complete
characterizations for the primal and dual SSOSC. And our results reveal that the nearest
correlation matrix problem satisfies not only the primal and dual SSOSC but also the primal
and dual nondegeneracy at its solution, suggesting that it is a well-conditioned QSDP.

Key words: Nonlinear semidefinite programming, strong second-order sufficient condition,
constraint nondegeneracy, nonsingularity.

AMS subject classification: 90C31, 65K10

1 Introduction

There have recently been significant advances in the stability analysis of nonlinear semidefinite
programming (NSDP). Some of the results share a great deal of similarities to that in classical
nonlinear programming (NLP), whereas some show essential differences. For detailed treatment
of this topic, see the book by Bonnans and Shapiro [7] and the paper by Shapiro [28] for a good
account on some similarities and differences of the stability analysis between NSDP and NLP.

It would need more space to review just a small part of the recent advances and their
algorithmic implications to NSDP, see for example [3, 5, 8, 18, 31, 33, 34]. We are content
with mentioning just a few that motivated our research. The first motivation comes from two
recent papers of Sun [31, 8]. The paper on NSDP [31], which is strongly motivated by the book
[7], establishes among many others the equivalence between the strong regularity of a KKT
point of NSDP and the strong second-order sufficient condition (SSOSC) and the constraint
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nondegeneracy [23, 24, 25] at a local optimal solution. It was further reported in Chan and
Sun [8] that the SSOSC in the context of (linear) semidefinite programming (SDP) is equivalent
to the dual nondegeneracy studied in [1] (known as the AHO nondegeneracy). We note that
if the strict complementarity condition is assumed at an optimal solution of the primal SDP,
such duality characterization of the SSOSC at that solution can also be obtained via [7, Thm.
5.91 and Thm. 5.85]. It is worth pointing out that the AHO nondegeneracy is actually the
constraint nondegeneracy and the proof in [8] can be extended to prove that the SSOSC for
the dual problem is equivalent to the primal nondegeneracy. One may ask to what extent this
perfect duality result for SDP can be extended to NSDP?

The second motivation is from the algorithmic success in extending the primal-dual path-
following method to convex quadratic semidefinite programming (QSDP) by Toh, Tütüncü,
Todd [34] and Toh [33], where the dual nondegeneracy of QSDP was explored to ensure well-
conditionedness of a sequence of matrices encountered in the path-following method. We note
that Toh [33, Def. 3] used the dual nondegeneracy in SDP for the convex QSDP. We will see
that the constraint nondegeneracy is weaker and is automatically satisfied by a good class of
QSDP and some of the results in [33] due to the SDP dual nondegeneracy actually hold under
the constraint nondegeneracy. Claims in this respect all come from the characterization of the
dual constraint nondegeneracy in terms of the original QSDP.

The brief discussion above stimulates us to investigate the local duality of NSDP. It is no
surprise that local duality of NLP has long been treated systematically, for example, in Wolfe
[35], Luenberger [17], and Fujiwara, Han, and Mangasarian [13]. It is interesting to know what
NLP local dualities have their NSDP counterparts and what do not have. This may be regarded
as the third motivation to our current research.

To see why these questions are meaningful and nontrivial, we put them in more precise terms
in conjunction with various problem formulations. Consider the NSDP:

(NSDP ) minx∈X f(x)
s.t. h(x) = 0

g(x) ∈ Sn
+,

(1)

where f : X 7→ IR, h : X 7→ IRm, and g : X 7→ Sn are twice continuously differentiable and the
second-order derivative of each function is locally Lipschitz continuous; X is a finite dimensional
real space (endowed with a scalar product and the induced norm); Sn is the linear space of
all the n× n real symmetric matrices (endowed with the standard trace inner product and the
induced Frobenius norm); and Sn

+ is the cone of all n× n positive semidefinite matrices in Sn.
Let the Lagrangian function L : X × IRm × Sn 7→ IR be

L(x, y, S) := f(x)− yT h(x)− 〈S, g(x)〉,

where 〈X, Y 〉 := Tr(XY ) for X,Y ∈ Sn. Then the Wolfe dual [35] of NSDP (1) is

(NSDD) max(x,y,S) L(x, y, S)
s.t. ∇xL(x, y, S) = 0

S ∈ Sn
+,

(2)

where ∇xL denotes the gradient of L with respect to its first argument x.
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The quadratic SDP and its dual (QSDD) studied in [19, 34, 33] are just special cases of (1)
and (2):

(QSDP ) min 1
2〈X,Q(X)〉+ 〈C,X〉

s.t. A(X) = b
X ∈ Sn

+,
(3)

and
(QSDD) maxX,y,S −1

2〈X,Q(X)〉+ bT y
s.t. −Q(X) +A∗y + S = C

S ∈ Sn
+,

(4)

where Q : Sn 7→ Sn is a given self-adjoint linear operator in Sn, A : Sn 7→ IRm is a linear
mapping and A∗ : IRm 7→ Sn denotes its adjoint. An interesting case is when Q is positive
semidefinite (i.e, convex QSDP).

When there is no quadratic term, we have the standard semidefinite programming (SDP):

(SDP ) min 〈C, X〉
s.t. A(X) = b

X ∈ Sn
+,

(5)

and its dual
(SDD) maxy,S bT y

s.t. A∗y + S = C
S ∈ Sn

+.
(6)

Suppose (x̄, ȳ, S̄) is a KKT triple of NSDP (1), that is, it satisfies the KKT condition

∇xL(x, y, S) = 0
h(x) = 0

g(x) ∈ Sn
+, S ∈ Sn

+, 〈S, g(x)〉 = 0



 (KKT ). (7)

It is well known that the KKT condition is equivalent to the following generalized equation
having a solution:

0 ∈


∇xL(x, y, S)

h(x)
−g(x)


 +




NX (x)
NIRm(y)
NSn

−(−S)


 , (8)

where ND(z) is the normal cone of D at z ∈ D in an appropriate space. It is also well-known
[11] that the KKT condition (7) can be equivalently reformulated as a system of equations:

F (x, y, S) :=



∇xL(x, y, S)
h(x)
g(x)−ΠSn

+
(g(x)− S)


 =




0
0
0


 ,

where ΠSn
+
(X) denotes the orthogonal projection of a given matrix X ∈ Sn onto Sn

+.
It is recently proved by Sun [31] that the strong second-order sufficient condition (SSOSC)

at (x̄, ȳ, S̄) and the constraint nondegeneracy for NSDP (1) (see Sec. 2 for formal definitions)
amount to the strong regularity of (x̄, ȳ, S̄) as a solution of the generalized equation (8) (under
the assumption that x̄ is a local solution of NSDP (1)). They each are also equivalent to the
nonsingularity of every element in the generalized Jacobian ∂F (x̄, ȳ, S̄).
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These equivalent characterizations are much simplified when applied to the linear SDP (5)
and its dual (6). It is proved by Chan and Sun [8, Prop. 15] that

The SSOSC for the primal SDP (5) ⇐⇒ The dual nondengeneracy for the dual (6) (9)

and

The SSOSC for the dual SDP (6) ⇐⇒ The primal nondengeneracy for the primal (5). (10)

Here the primal/dual nondegeneracy means the constraint nondegeneracy for the primal/dual
linear SDP problem.

This perfect duality for linear SDP between primal/dual nondegeneracy and the dual/primal
SSOSC is responsible for a number of important characterizations of a strongly regular KKT
triple. Unfortunately, there may exist no such a perfect duality for NSDP, even for the convex
QSDP. To see this, let us reformulate SDP (5) as a convex QSDP:

min 1
2〈X, (X̄ ~ S̄)(X)〉+ 〈C, X〉

s.t. A(X) = b
X ∈ Sn

+,
(11)

where (U ~ V )(X) := (UXV + V T XT UT )/2 is the symmetrized Kronecker product between
dimensionally compatible matrices. The duality relationship (10) does not hold anymore for
(11). We will see that the major reason is that (X̄ ~ S̄) is not nonsingular.

The major purpose of this paper is to investigate the duality relationships of the type (9),
(10) between NSDP (1) and its Wolfe dual (2). To achieve this purpose we first introduce the
dual SSOSC, which generalizes its NLP counterpart studied in [13], but with a major difference
of a sigma term now being attached to the SSOSC. There are a number of interesting charac-
terizations of the dual SSOSC. For example, it is nothing but Sun’s SSOSC applied to the dual
problem (2) (Thm. 3.1). However, a necessary condition for the dual SSOSC indicates that
the inverse of the Hessian of the Lagrangian function exists at the KKT triple (x̄, ȳ, S̄) and it
is positive definite on the normal space (contained in the normal cone) to the feasible region at
x̄ (Prop. 3.3). A sufficient condition is that the Hessian is positive definite at (x̄, ȳ, S̄) and the
primal nondegeneracy holds at x̄ (Thm. 3.4).

These characterizations are significantly simplified for the convex case. For example, The
fore-mentioned sufficient condition becomes necessary for the convex QSDP (3) (Thm. 3.10).
Like SDP, for the convex QSDP we also have a similar result of the perfect duality:

The SSOSC for the primal QSDP (3) ⇐⇒ The dual nondegeneracy for the dual (4) (12)

and

The SSOSC for the dual QSDP (4) ⇐⇒
{

The primal nondegeneracy for the primal (3)
and Q is positive definite.

(13)
The equivalence (12) has a nice application to the path-following method studied in [33] (see
Prop. 3.8). It says that the positive definiteness of the submatrix (Q̃ρ)αα, which plays an impor-
tant role in [33], is guaranteed under the weaker condition of the dual constraint nondegeneracy
than the assumed SDP dual nondegeneracy in [33]. The equivalence (13) is very different from
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that in SDP (10). Those equivalence characterizations provide further insight into the efficiency
of the path-following method studied in [34, 33] for convex QSDP including the well-known
nearest correlation matrix problem, which satisfies not only the primal and dual SSOSC but also
the primal and dual nondegeneracy according to our results.

For the convex QSDP, we also establish equivalences between a number of conditions for the
strong regularity of a KKT triple. This includes the equivalence between the nonsingularity of
∂BF (X̄, ȳ, S̄) and that of ∂F (X̄, ȳ, S̄), generalizing a surprising result of the equivalence between
them for SDP [8].

The paper is organized as follows. We review some basic definitions in Section 2 concerning
constraint nondegeneracy, primal and dual SSOSC and generalized Jacobians. The material in
this part is kept minimal. One may refer to the cited references for more on those definitions.
We present our major results in Section 3. We arrange our results for the nonconvex case and
the convex case separately in order to distinguish the differences of duality results in the two
contexts. The convex case is the most interesting one as it seems that the convex QSDP (3) is
becoming more and more important as a class of problems in its own right [34, 33]. An example
is also given to illustrate the point that perfect duality results may break down for nonconvex
QSDP even with very good conditions. In Section 4, we conduct a brief similarity comparison
between some obtained NSDP results and their counterparts in NLP. While some interesting
explanation was given on existing results, a new finding (Prop. 4.2) states that the dual SOSC
in NLP [13] actually assumes the strict constraint qualification as a priori. We conclude the
paper in Section 5.

2 Constraint Nondegeneracy, Primal/Dual SSOSC and Gener-
alized Jacobians

2.1 Constraint Nondegeneracy

Let us formally introduce the constraint nondegeneracy of a feasible set at a particular point.
Let X and Y be two finite dimensional real vector spaces each equipped with a scalar product
and its induced norm. Let G : X 7→ Y be a continuously differentiable function. Denote by
JxG(x) the Jacobian of G at x and by ∇G(x) the transpose (or the adjoint when the Jacobian
is viewed as an operator) of the Jacobian. Let K be a nonempty and closed convex set in Y. G
defines the following feasible set

G(x) ∈ K, x ∈ X . (14)

Assume that x̄ ∈ X is a feasible point of (14). Let TK(G(x̄)) be the tangent cone of K at G(x̄).
We let lin(TK(G(x̄))) be the largest linear space contained in TK(G(x̄)).

Definition 2.1 [7, 4.172] The constraint nondegeneracy holds at x̄ if

JxG(x̄)X + lin(TK(G(x̄))) = Y. (15)

The well known Robinson constraint qualification [22], which is weaker than the constraint
nondegeneracy, can be equivalently written as

JxG(x̄)X + TK(G(x̄)) = Y.

5



The constraint nondegeneracy was introduced by Bonnans and Shapiro [6] for general op-
timization problems. It is also known as the transversality condition in nonlinear semidefinite
context, see Shaprio and Fan [30]. For polyhedral set K, it coincides with the one used in
Robinson [24].

It is useful later on to see that (15) takes on different forms when applied to the primal
NSDP (1) and its dual (2). For NSDP (1), let

G(x) :=
(

h(x)
g(x)

)
, K :=

( {0}
Sn

+

)
, and Y :=

(
IRm

Sn

)
. (16)

Then the constraint nondegeneracy holds at x̄ if
[ Jxh(x̄)
Jxg(x̄)

]
X +

[ {0}
lin

(
TSn

+
(g(x̄))

)
]

=
[

IRm

Sn

]
. (17)

For the dual problem (2), let

h̃(x, y, S) := ∇xL(x, y, S), g̃(x, y, S) := S, Z := X × IRm × Sn (18)

and

G(x, y, S) :=
(

h̃(x, y, S)
g̃(x, y, S)

)
, K :=

( {0}
Sn

+

)
, and Y :=

( X
Sn

)
.

The constraint nondegeneracy for (2) holds at a feasible point (x̄, ȳ, S̄) if
[ Jzh̃(x̄, ȳ, S̄)
Jz g̃(x̄, ȳ, S̄)

]
Z +

[ {0}
lin

(
TSn

+
(S̄)

)
]

=
[ X
Sn

]
, (19)

where z := (x, y, S) ∈ Z. Condition (17) and Condition (19) are often respectively referred
to as the primal and dual nondegeneracy of the problem (1) and (2). The primal and dual
nondegeneracy in SDP have been studied and used in [1, 15, 12, 34, 33].

2.2 Primal and Dual SSOSC

In this section, we introduce the (primal) SSOSC of Sun [31] for the primal problem (1) and the
dual SSOSC for the dual problem (2). The dual SSOSC generalizes a corresponding concept
of Fujiwara, Han and Mangasarian [13] from NLP to NSDP and is actually equivalent to Sun’s
SSOSC applied to the dual problem (2).

Let (x̄, ȳ, S̄) be a KKT triple satisfying (7). Let

Ā := g(x̄)− S̄

and Ā has the following spectral decomposition

Ā = PΛP T , (20)

where Λ is the diagonal matrix of eigenvalues λ1 ≥ · · · ≥ λn of Ā and P is a correspond-
ing orthogonal matrix of orthonormal eigenvectors. For this eigenvector λ ∈ IRn, define the
corresponding symmetric matrix U ∈ Sn with entries

Uij :=
max{λi, 0}+ max{λj , 0}

|λi|+ |λj | , i, j = 1, . . . , n, (21)

6



where 0/0 is treated to be 1.
Define three index sets of positive, zero, and negative eigenvalues of Ā, respectively, by

α := {i| λi > 0} , β := {i| λi = 0} , γ := {i| λi < 0} .

Write

Λ =




Λα 0 0
0 0 0
0 0 Λγ


 and P = [Pα, Pβ, Pγ ]

with Pα being a submatrix of P containing the eigenvectors of positive eigenvalues, Pβ the
eigenvectors of zero eigenvalues and Pγ the eigenvectors of negative eigenvalues. Then we have

g(x̄) = P




Λα 0 0
0 0 0
0 0 0


P T , S̄ = P




0 0 0
0 0 0
0 0 −Λγ


P T .

It is also known [2, 1, 7] that

lin
(
TSn

+
(g(x̄))

)
=

{
B ∈ Sn

∣∣∣ [Pβ, Pγ ]T B[Pβ, Pγ ] = 0
}

(22)

and
lin

(
TSn

+
(S̄)

)
=

{
B ∈ Sn

∣∣∣ [Pα, Pβ]T B[Pα, Pβ] = 0
}

. (23)

Recall G and K are defined in (16). The critical cone of the optimization problem (1) at x̄
is defined by

C(x̄) :=
{

d ∈ X
∣∣∣ ∇f(x̄)T d ≤ 0 and JxG(x̄)d ∈ TK(G(x̄))

}
.

Let aff(C(x̄)) denote the affine hull of C(x̄). Since 0 ∈ C(x̄), aff(C(x̄)) = C(x̄) − C(x̄), the
linear space generated by C(x̄). Define

app(ȳ, S̄) :=
{
d ∈ X | Jxh(x̄)d = 0, [Pβ, Pγ ]T (Jxg(x̄)d)Pγ = 0

}
.

As pointed out in [31, Eq.38], app(ȳ, S̄) is an outer approximation to aff(C(x̄)). It was further
pointed out by one referee that under the constraint nondegeneracy, app(ȳ, S̄) = aff(C̄) (see
Cor. 2.3 and Eq.4.8 in [5]).

When formulating second-order necessary conditions for optimization problems involving
the general constraints (14) where K may not be necessarily polyhedral, a widely known sigma-
term plays an important role (see [7, Sec. 3.22], and Kawasaki [16] and Cominetti [10] for early
development that leads to the sigma-term.) It was noted [7, P.177] that the σ-term vanishes
when K is polyhedral. The term is often defined on the outer second order tangent set to K at
a feasible point x̄, denoted by T 2

K(G(x̄),JxG(x̄)d) for some direction d ∈ X (see [7, Sec. 3.2.1]).
In the nonlinear SDP context, when the Lagrangian multiplier S̄ is available the term can be
characterized by (see [27, P.313] and [7, P.487])

σ(S̄, TSn
+
(g(x̄),Jxg(x̄)d) = 2〈S̄, (Jxg(x̄))g(x̄)†(Jxg(x̄)d)〉 for d ∈ C(x̄),

where g(x̄)† is the Moore-Penrose pseudo-inverse of g(x̄). We note that for given g(x̄) and S̄, the
σ-term is a quadratic function of Jxg(x̄)d over d ∈ C(x̄). This quadratic function was singled
out and used by Sun [31] to derive his strong second order sufficient condition for NSDP (1).
We restate this quadratic term below for easy reference.
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Definition 2.2 [31, Def. 2.1] For any given matrix B ∈ Sn, define the linear-quadratic function
ΥB : Sn×Sn 7→ IR, which is linear in the first argument and quadratic in the second argument,
by

ΥB(T,H) := 2〈T, HB†H〉, (T, H) ∈ Sn × Sn.

It is easy to note that ΥB(T,H) = 2〈H, (T ~ B†)(H)〉. Moreover [31], Υg(x̄)(S̄,H) ≥ 0 and
ΥS̄(g(x̄),H) ≥ 0 for any H ∈ Sn and

Υg(x̄)(S̄, H) > 0 ⇐⇒ ΥS̄(g(x̄),H) > 0 ⇐⇒ P T
α HPγ 6= 0. (24)

Now we are ready to state the SSOSC of Sun [31].

Definition 2.3 1 We say that the KKT triple (x̄, ȳ, S̄) of (1) satisfies the strong second order
sufficient condition (SSOSC) if

〈d,∇xxL(x̄, ȳ, S̄)d〉+ Υg(x̄)(S̄,Jxg(x̄)d) > 0 ∀ 0 6= d ∈ app(ȳ, S̄) (25)

Definition 2.4 We say that the KKT triple (x̄, ȳ, S̄) of (1) satisfies the dual strong second-order
sufficient condition (dual SSOSC) if the Hessian ∇xxL(x̄, ȳ, S̄) is nonsingular and

〈w,
(∇xxL(x̄, ȳ, S̄)

)−1
w〉+ ΥS̄(g(x̄),H) > 0, ∀ 0 6= (w, y,H) ∈ app(x̄), (26)

where

app(x̄) :=
{

(w, y, H) ∈ X × IRm × Sn
∣∣∣ w = ∇h(x̄)y +∇g(x̄)H

P T
α H[Pα, Pβ] = 0

}
.

We therefore refer to condition (25) as the primal SSOSC. The dual SSOSC generalizes a
similar concept in [13] from NLP to NSDP.

2.3 Generalized Jacobians

Suppose Ξ : O ⊆ X 7→ Y is a locally Lipschitz function on the open set O. By Rademacher’s
theorem [26, Sec. 9.J], we know that Ξ is almost everywhere F(réchet)-differentiable in O.
Denote by DΞ the set of all points in O where Ξ is F-differentiable. Then Clarke’s generalized
Jacobian [9] of Ξ at (any) y ∈ O is defined by

∂Ξ(y) := conv {∂BΞ(y)} ,

where “conv” denotes the convex hull and the B-subdifferential ∂BΞ(y) is the set of the collection
of all limits of Jacobians of Ξ near y, see Qi [21]:

∂BΞ(y) :=
{

V
∣∣∣ V = lim

k→∞
JΞ(yk), yk → y and yk ∈ DΞ

}
.

The Lipschitz function that we are to encounter in this paper is the (orthogonal) projection
operator ΠSn

+
(X) of a given matrix X ∈ Sn to the positive semidefinite cone. A lot of nonsmooth

properties of this operator has been known, see [3, 4, 7, 32, 20]. But the following result of Sun
[31, Prop. 2.2] is enough for our use

1The definition is slightly different from that of Sun [31], where the quantity in (25) runs over all possible
Lagrangian multipliers (ȳ, S̄). Therefore, it is there called the SSOSC at x̄, whereas we define it at a specified
KKT triple.
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Proposition 2.5 Suppose that Ā ∈ Sn has the spectral decomposition as in (20). Then for any
V ∈ ∂BΠSn

+
(Ā) (respectively, ∂ΠSn

+
(Ā)), there exists a V|β| ∈ ∂BΠS|β|+

(0) (respectively, ∂ΠS|β|+
(0))

such that

V (H) = P




H̃αα H̃αβ Uαγ ◦ H̃αγ

H̃T
αβ V|β|(H̃ββ) 0

H̃T
αγ ◦ UT

αγ 0 0


P T , ∀ H ∈ Sn, (27)

where H̃ := P T HP , U is defined as in (21), and ◦ denotes the Hadamard product. Conversely,
for any V|β| ∈ ∂BΠS|β|+

(0) (respectively, ∂ΠS|β|+
(0)), there exists a V ∈ ∂BΠSn

+
(Ā) (respectively,

∂ΠSn
+
(Ā)) such that (27) holds.

3 Local Duality

3.1 The Nonconvex Case

In this section, we characterize the dual SSOSC and the dual nondegeneracy in terms of the
primal problem (1). We may understand the dual SSOSC from at least three aspects. First,
when specialized to SDP (5) (in this case, the Hessian matrix is 0, implying no w term in (26)),
it is simply equivalent to the primal nondegeneracy of SDP2.

The second way to understand the dual SSOSC is that it is actually Sun’s primal SSOSC
applied to the dual problem (2). This fact is proved in the next result.

Theorem 3.1 Suppose (x̄, ȳ, S̄) is a KKT triple of the primal problem (1). Then

(i) (x̄, ȳ, S̄) is a KKT point of the dual problem (2) with t̄ = 0 ∈ X and T̄ = g(x̄) ∈ Sn
+ as the

corresponding Lagrangian multipliers; and

(ii) Sun’s SSOSC for the dual problem (2) holds at (x̄, ȳ, S̄, 0, g(x̄)) if and only if the dual
SSOSC holds at (x̄, ȳ, S̄).

Proof. The proof is almost word-by-word extension of [13, Thm. 2.2] by noticing the
following major facts to be used in the extension. In order to use Sun’s SSOSC for the dual
problem (2), the set app(t̄, T̄ ) with t̄ = 0 and T̄ = g(x̄) (see (i) of the theorem) has to be
characterized. Denote Z := X × IRm × Sn and d := (dx, dy, dS) ∈ Z. By recalling that
Ā = −(S̄ − g(x̄)) has spectral decomposition (20), we have

app(t̄, T̄ ) :=
{

d ∈ Z
∣∣∣ ∇xxL(x̄, ȳ, S̄)dx −∇h(x̄)dy −∇g(x̄)dS = 0

P T
α dS [Pα, Pβ] = 0

}
.

Let M : X × IRm × Sn ×X × Sn 7→ IR be the Lagrangian function for the dual problem (2):

M(x, y, S, t, T ) := L(x, y, S) + 〈t,∇xL(x, y, S)〉+ 〈S, T 〉.

Then Sun’s SSOSC for the dual problem (2) holds at (x̄, ȳ, S̄, t̄, T̄ ) if and only if

〈d,∇zzM(x̄, ȳ, S̄, t̄, T̄ )d〉 −ΥS̄(T̄ , dS) < 0 ∀ 0 6= d ∈ app(t̄, T̄). (28)
2This can be proved in a way similar to [8, Prop. 15], which states that the dual nondegeneracy is equivalent

to the primal SSOSC in SDP.
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With those facts in mind, we can extend the proof from [13, Thm.2.2] to the semidefinite pro-
gramming case and we omit the details. ¤

The dual SSOSC prerequisites existence of the inverse of the Hessian of the Lagrangian
function at (x̄, ȳ, S̄). The next result shows that the inverse is positive definite on a normal
space of the feasible set at x̄. First let us define

Tx̄ :=
{

d ∈ X
∣∣∣ Jxh(x̄)d = 0, and Jxg(x̄)d ∈ lin

(
TSn

+
(g(x̄))

)}
(29)

and

Nx̄ :=
{

w ∈ X
∣∣∣ w = ∇h(x̄)y +∇g(x̄)H

P T
α H = 0

}
.

Then we have

Lemma 3.2 Nx̄ = T ⊥̄x , where T ⊥̄x is the orthogonal complement of Tx̄.

Proof 3 Let G and K be defined as in (16). We first note that

[
lin

(
TSn

+
(g(x̄))

)]⊥
=

{
H ∈ Sn

∣∣∣ P T
α H = 0

}
,

which implies by the definition of Nx̄

Nx̄ =
{

JxG(x̄)T
(
lin TK(G(x̄))

)⊥}

=
{

v
∣∣∣ (JxG(x̄))−T v ∈

(
lin TK(G(x̄))

)⊥}
.

We further note the following known fact in linear algebra: Let A : X 7→ Y be a linear mapping
from one finite dimensional space X to another Y and V ⊂ Y is a subspace, it holds

(
AT V ⊥

)⊥
= A−1(V ) :=

{
v ∈ X

∣∣∣ Av ∈ V
}

. (30)

Now let V =
(
lin (TK(G(x̄)))

)⊥
and A = (JxG(x̄))−T in (30), we obtain that

Nx̄ =
(
AT V T

)⊥

=
{
(JxG(x̄))−1lin (TK(G(x̄)))

}⊥

=
{

d ∈ X
∣∣∣ JxG(x̄)d ∈ lin (TK(G(x̄)))

}⊥
= Tx̄.

¤
The following result says that the dual SSOSC implies the positive definiteness of the inverse

of the Hessian on the normal space Nx̄, generalizing a similar result [13, Eq.(2.9)] in NLP. The
dual SSOSC also implies the primal nondegeneracy. This result provides the third aspect of the
dual SSOSC.

3The author thanks one of the referees for providing this compact proof, replacing the original lengthy one.
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Proposition 3.3 Suppose (x̄, ȳ, S̄) is a KKT triple of the primal problem (1) and the dual
SSOSC holds at (x̄, ȳ, S̄). Then the following hold.

(i) The inverse of the Hessian ∇xxL(x̄, ȳ, S̄)) exists and

〈w,
(∇xxL(x̄, ȳ, S̄)

)−1
w〉 > 0 ∀ 0 6= w ∈ Nx̄.

(ii) The primal nondegeneracy holds at x̄.

Proof. (i) The existence of the inverse of the Hessian matrix at (x̄, ȳ, S̄) is by definition of
the dual SSOSC. Another way to look at Nx̄ is that

Nx̄ =
{

w ∈ X
∣∣∣ ∃ (y,H) ∈ IRm × Sn such that

(w, y, H) ∈ app(x̄) and P T
α HPγ = 0

}
.

Therefore, for any 0 6= w ∈ Nx̄, there exists a pair (y, H) ∈ IRm×Sn such that (w, y, H) ∈ app(x̄)
and P T

α HPγ = 0, which implies ΥS̄(g(x̄), H) = 0 because of (24). The dual SSOSC guarantees

〈w,
(∇xxL(x̄, ȳ, S̄)

)−1
w〉 > 0.

That is, ∇xx

(
L(x̄, ȳ, S̄)

)−1 is positive definite on the normal space Nx̄.
(ii) Suppose that the primal nondegeneracy does not hold at x̄. Then

{[ Jxh(x̄)
Jxg(x̄)

]
X

}⊥
∩

[ {0}
lin

(
TSn

+
(g(x̄))

)
]⊥

6=
[

0
0

]
, (31)

which means there exists 0 6= (y, H) ∈ IRm × Sn such that it belongs to the left-hand side of
(31), i.e.

〈y,Jxh(x̄)d〉+ 〈H,Jxg(x̄)d〉 = 0 ∀ d ∈ X (32)

and
〈H, S〉 = 0 ∀ S ∈ lin

(
TSn

+
(g(x̄))

)
. (33)

Then (32) and (33) together with (22) imply that

∇h(x̄)y +∇g(x̄)H = 0 and P T
α H = 0. (34)

Then (w = 0, y, H) ∈ app(x̄) and ΥS̄(g(x̄),H) = 0 because of (24) and P T
α HPγ = 0. This means

〈w,
(∇xxL(x̄, ȳ, S̄)

)−1
w〉+ ΥS̄(g(x̄),H) = 0

for 0 6= (w, y, H) ∈ app(x̄), contradicting the dual SSOSC. Hence the primal nondegeneracy
must hold at x̄ if the dual SSOSC holds at (x̄, ȳ, S̄). ¤

As pointed out in [31] and easily verified by itself, the positive definiteness of the Hessian
∇xxL(x̄, ȳ, S̄) is sufficient to ensure the primal SSOSC. But it is not sufficient to ensure the dual
SSOSC. Nevertheless, the next result shows that if in addition the primal nondegeneracy holds
at x̄, then it is sufficient.
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Theorem 3.4 Suppose (x̄, ȳ, S̄) is a KKT triple of the primal problem (1). Assume that the
primal nondegeneracy holds at x̄. If ∇xxL(x̄, ȳ, S̄) is positive definite then the dual SSOSC holds
at (x̄, ȳ, S̄).

Proof. We only need to consider those points (w, y,H) ∈ app(x̄) with (y, H) 6= 0. If w 6= 0,
then the positive definiteness of ∇xxL(x̄, ȳ, S̄) implies condition (26) because the quadratic term
Υ is always nonnegative. So we consider the case w = 0, which means

∇h(x̄)y +∇g(x̄)H = 0
P T

α H[Pα, Pβ] = 0

}
(35)

If P T
α HPγ 6= 0, then ΥS̄(g(x̄),H) > 0, which together with w = 0 implies the condition (26).
We shall prove that (35) with the condition

P T
α HPγ = 0 (36)

implies (y, H) = 0, contradicting the choice (y,H) 6= 0. This contradiction means either w 6= 0
or if w = 0 then P T

α HPγ 6= 0. As proved above, the dual SSOSC holds for those two cases.
Now we prove that (35) and (36) imply (y,H) = 0. Note that the primal nondegeneracy

(17) holds at x̄. This equivalently implies

{[ Jxh(x̄)
Jxg(x̄)

]
X

}⊥
∩

[ {0}
lin

(
TSn

+
(g(x̄))

)
]⊥

=
[

0
0

]
. (37)

Let (y, H) belong to the left-hand side of (37). Then the primal nondegeneracy means that the
linear system (34) has (y, H) = (0, 0) as its unique solution. This is equivalent to say that (35)
and (36) have (y,H) = 0 as its only solution. This finishes the proof. ¤

Since ∇xxL(x̄, ȳ, S̄) is assumed to be positive definite in Thm. 3.4, one may be tempted to
think whether a stronger result holds: wT∇xxL(x̄, ȳ, S̄)w > 0 for all 0 6= (w, y, H) ∈ app(x̄).
The answer is no. The major reason is that the linear equations (35) in (y,H) may have nonzero
solutions, leading to existence of such a point 0 6= (w, y, H) ∈ app(x̄) with w = 0.

Now we present a characterization of the dual nondegeneracy, which has significant implica-
tions in the convex case. Recall the definitions of h̃ and g̃ defined in (18). It is easy to calculate
that

Jzh̃(x̄, ȳ, S̄) =
[∇xxL(x̄, ȳ, S̄), −∇h(x̄), −∇g(x̄)

]

and
Jz g̃(x̄, ȳ, S̄) = [0, 0, I].

Then the dual nondegeneracy (19) for the dual problem (2) means

[ ∇xxL(x̄, ȳ, S̄) −∇h(x̄) −∇g(x̄)
0 0 I

]
Z +

[ {0}
lin

(
TSn

+
(S̄)

)
]

=
[ X
Sn

]
. (38)

Due to the special structure of the matrix in (38), we see that (38) is satisfied if ∇xxL(x̄, ȳ, S̄) is
nonsingular. Anyway, we have the following characterization, part (i) of which strengthens this
observation.
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Proposition 3.5 Suppose (x̄, ȳ, S̄) is a KKT triple of the primal problem (1). The following
hold.

(i) The dual nondegeneracy (19) for the dual problem (2) holds at (x̄, ȳ, S̄) if and only if the
linear system of variable dx

∇xxL(x̄, ȳ, S̄)dx = 0
Jxh(x̄)dx = 0

P T
γ (Jxg(x̄)dx) = 0



 (39)

has dx = 0 as its unique solution.

(ii) Suppose further that ∇xxL(x̄, ȳ, S̄) is positive semidefinite plus on app(ȳ, S̄), i.e.,
{

0 6= dx ∈ app(ȳ, S̄) =⇒ 〈dx,∇xxL(x̄, ȳ, S̄)dx〉 ≥ 0
〈dx,∇xxL(x̄, ȳ, S̄)dx〉 = 0 =⇒ ∇xxL(x̄, ȳ, S̄)dx = 0.

Then the dual nondegeneracy (19) for the dual problem (2) holds at (x̄, ȳ, S̄) if and only if
the primal SSOSC holds at x̄.

Proof. (i) The dual nondegeneracy condition (38) holds at (x̄, ȳ, S̄) if and only if

{[ ∇xxL(x̄, ȳ, S̄) −∇h(x̄) −∇g(x̄)
0 0 I

]
Z

}⊥
∩

[ {0}
lin

(
TSn

+
(S̄)

)
]⊥

=
[

0
0

]
. (40)

On the one hand,

(dx, dS) ∈
{[ ∇xxL(x̄, ȳ, S̄) −∇h(x̄) −∇g(x̄)

0 0 I

]
Z

}⊥

if and only if

〈dx,∇xxL(x̄, ȳ, S̄)x〉 − 〈Jxh(x̄)dx, y〉+ 〈−Jxg(x̄)dx + dS , S〉 = 0 ∀ (x, y, S) ∈ Z.

This holds if and only if
∇xxL(x̄, ȳ, S̄)dx = 0

Jxh(x̄)dx = 0
dS − Jxg(x̄)dx = 0.



 (41)

On the other hand,

(dx, dS) ∈
[ {0}

lin
(
TSn

+
(S̄)

)
]⊥

if and only if
〈dS , Y 〉 = 〈P T dSP, P T Y P 〉 = 0, ∀ Y ∈ lin

(
TSn

+
(S̄)

)
. (42)

Taking into consideration of the structure of lin
(
TSn

+
(S̄)

)
in (23), (42) holds if and only if

P T
γ dS = 0. (43)
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Combining (40), (41) and (43) together implies that the linear system (39) has dx = 0 as its
unique solution.

(ii) For the necessary part it is enough to show that for any 0 6= dx ∈ app(ȳ, S̄), the two
quantities

〈dx,∇xxL(x̄, ȳ, S̄)dx〉 and Υg(x̄)(S̄,Jxg(x̄)dx)

cannot be zero at the same time. Otherwise the fact that the Hessian is positive semidefinite plus
on app(ȳ, S̄), together with (24) implies that the linear system (39) has dx 6= 0 as its solution,
contradicting the result in (i). Hence, the primal SSOSC must hold as one of two quantities
must be positive and the other is nonnegative. The sufficient part is obvious by (i). ¤

We note that the dual SSOSC at (x̄, ȳ, S̄) implies the nonsingularity of Hessian matrix
∇xxL(x̄, ȳ, S̄) and that the nonsingularity of ∇xxL(x̄, ȳ, S̄) is sufficient to ensure the dual non-
degeneracy (38). These results and Prop. 3.3 (ii) yield

Corollary 3.6 Suppose (x̄, ȳ, S̄) is a KKT triple of the primal problem (1) and the dual SSOSC
holds at (x̄, ȳ, S̄). Then both the primal nondegeneracy (for the primal problem (1) at x̄) and
the dual nondegeneracy (for the dual problem (2) at (x̄, ȳ, S̄)) hold.

3.2 The Convex Case

Some of the results for the general nonlinear case can be strengthened significantly in the convex
case, where f, g, h are all convex functions. We present those strengthened results only for the
convex QSDP due to its significance [34, 33].

Our first result in this section is the direct consequence of the characterization of the dual
nondegeneracy in Prop. 3.5. Note for QSDP (3) that calculations are much simplified because

X = Sn, ∇xxL(x, y, S) = Q, Jxh(x) = A∗, and Jxg(x) = I.

and that the Hessian matrix Q is automatically positive semidefinite plus on app(ȳ, S̄).

Theorem 3.7 (Corollary of Prop. 3.5) Suppose (X̄, ȳ, S̄) is a KKT triple of the convex QSDP
(3). Then the dual nondegeneracy for the dual problem (4) holds at (X̄, ȳ, S̄) if and only if the
primal SSOSC for the primal problem (3) holds at (X̄, ȳ, S̄).

We illustrate an application of this result to the path-following method studied in Toh [33]
for QSDP (3). Suppose (X̄, ȳ, S̄) is a KKT triple for the convex QSDP (3). In [33, Def. 3.1], S̄
is said to be dual nondegeneracy if 4

A∗IRm + lin TSn
+
(S̄) = Sn. (44)

If there exists ŷ ∈ IRm such that (ŷ, S̄) is a feasible point of the dual SDP problem (6), then
condition (44) is actually the constraint nondegeneracy of (6) at (ŷ, S̄).

The constraint nondegeneracy for the dual QSDP (4) at (X̄, ȳ, S̄) takes the following form

−Q(Sn) +A∗IRm + lin TSn
+
(S̄) = Sn. (45)

4It is defined via the dual nondegeneracy of [1], which is equivalent to (44), see [8, Def. 9]
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Obviously, condition (44) is stronger than the constraint nondegeneracy (45). Define

Qρ := Q+ ρA∗A and Pα := Pα ~ P T
α ,

where ρ > 0 is a fixed parameter, and P satisfies the spectral decomposition (20). We further
define (

Q̃ρ

)
αα

:= PT
αQρPα.

The positive definiteness of
(
Q̃ρ

)
αα

plays a very important role in the analysis of the path-

following method in [33]. It is obvious that if Q is positive definite itself, so is
(
Q̃ρ

)
αα

. Another

sufficient condition is that (X̄, ȳ, S̄) satisfies condition (44) [33, Remark 3.1]. We now show that
this condition can be weakened to the dual constraint nondegeneracy (45).

Proposition 3.8 Suppose (X̄, ȳ, S̄) is a KKT triple of the convex QSDP (3). If the dual con-
straint nondegeneracy (45) holds at (X̄, ȳ, S̄), then

(
Q̃ρ

)
αα

is positive definite on Sr, where

r = |α|, the number of positive eigenvalues of X̄.

Proof. We first note that
(
Q̃ρ

)
αα

= PT
αQρPα = PT

αQPα + ρPT
αA∗APα.

For any 0 6= U ∈ Sr with A(Pα(U)) 6= 0, we obviously have

〈U,
(
Q̃ρ

)
αα

(U)〉 ≥ ρ‖A(PαUP T
α )‖2 > 0. (46)

Therefore, we only need to consider the case A(Pα(U)) = 0. Let

B := [Pα, Pβ, Pα]




U 0 0
0 0 0
0 0 0







P T
α

P T
β

P T
γ


 = PαUP T

α = Pα(U).

Apparently, we have

P T BP =




U 0 0
0 0 0
0 0 0


 ,

which means
B[Pβ, Pγ ] = 0 and A(B) = 0.

This is sufficient for B ∈ app(ȳ, S̄). We also note that P T
α BPγ = 0, which implies ΥX̄(S̄, B) = 0

by (24). The primal SSOSC guarantees that

0 < 〈B,Q(B)〉+ ΥX̄(S̄, B)
= 〈B,Q(B)〉
= 〈PαUP T

α ,Q(PαUP T
α )〉

= 〈U,PT
αQPα(U)〉

= 〈U,
(
Q̃ρ

)
αα

(U)〉.
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This, together with (46), proves that (Q̃ρ)αα is positive definite on Sr under the primal SSOSC.
However, the latter condition is equivalent to the dual constraint nondegeneracy at (X̄, ȳ, S̄) by
Theorem 3.7 ¤

We note that many results in [33] are based on the positive definiteness of (Q̃ρ)αα and the
strict complementarity condition (i.e. X̄ + S̄ is positive definite). The following example shows
that it may happen that the dual constraint nondegeneracy (45) holds (and hence (Q̃ρ)αα is
positive definite), but neither the SDP dual nondegeneracy (44) nor the strict complementarity
condition holds at (X̄, ȳ, S̄).

Example 3.9 Consider the convex QSDP 5,

min 1
2‖H ◦ (X −G)‖2

s.t. diag(X) = e
X ∈ S3

+,

where e is the vector of all ones and

H =




1 0 1
0 1 1
1 1 1


 and G =




1 1 1
1 1 2
1 2 1


 .

The optimal solution is

X̄ =




1 1 1
1 1 1
1 1 1


 with the unique Lagrangian multipliers ȳ =




0
−1
−1


 and S̄ =




0 0 0
0 1 −1
0 −1 1


 .

It is easy to calculate that

app(ȳ, S̄) =



B =




0 τ τ
τ 0 0
τ 0 0




∣∣∣ τ ∈ IR





The primal SSOSC condition holds as

〈B,Q(B)〉 = 2τ2 > 0 ∀ τ 6= 0.

Therefore, (Q̃ρ)αα is positive definite according to Prop. 3.8. However, both the SDP dual
nondegeneracy (44) and the strict complementarity condition failed to hold.

Theorem 3.4 says that the positive definiteness of the Hessian and the primal nondegeneracy
are sufficient for the dual SSOSC. The converse is also true for the convex QSDP.

Theorem 3.10 (The converse of Thm. 3.4) Suppose (X̄, ȳ, S̄) is a KKT triple of the convex
QSDP (3). Then the dual SSOSC holds at (X̄, ȳ, S̄) if and only if Q is positive definite and the
primal nondegeneracy for QSDP (3) holds at X̄.

5This type of the problem is called the nearest correlation matrix problem under the H-weight in [14].
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Proof. The sufficient part has been proved in Theorem 3.4, we only need to show the neces-
sity. Suppose the dual SSOSC holds at (X̄, ȳ, S̄). Q is nonsingular. It is hence positive definite
because it is positive semidefinite. The primal nondegeneracy follows from Prop. 3.3 (ii). ¤

The above results provide us with a good understanding of a class of convex quadratic QSDP
called the nearest correlation matrix problem, a problem from finance and formally studied by
Higham [14]:

min 1
2‖X −G‖2

s.t. diag(X) = e
X ∈ Sn

+,
(47)

where G ∈ Sn is given. The constraints in (47) define the set of all correlation matrices. The
problem is simply to seek the nearest correlation matrix to G under the Frobenius norm. This
problem has been cast as a convex QSDP in [34, 33]. For this case, Q ≡ I.

Let X̄ be the unique solution of (47) and (ȳ, S̄) ∈ IRn×Sn
+ be the corresponding Lagrangian

multipliers (there are only one pair of multipliers). It is known [34] that the primal nondegen-
eracy holds at X̄. The primal SSOSC obviously holds at (X̄, ȳ, S̄) because Q = I. This further
implies by Theorem 3.10 that the dual SSOSC also holds at (X̄, ȳ, S̄). Furthermore, by Theorem
3.7 we know that the dual nondegeneracy also automatically holds. We summarize these very
strong claims in the following result.

Corollary 3.11 For the nearest correlation matrix problem, it is not only that both the primal
and dual nondegeneracy hold, but also that both the primal SSOSC and the dual SSOSC hold at
its unique solution.

The dual SSOSC may not hold for nonconvex QSDP even if the primal SSOSC, primal and
dual constraint nondegeneracy hold and Q is nonsingular. The following example illustrates this
point.

Example 3.12 (non-convex QSDP) Consider the problem in S2:

min 1
2〈X, (I ~ C1)(X)〉+ 1

2〈X, (I ~ C2)(X)〉
s.t. diag(X) = e

X ∈ S2
+,

where

C1 =
[

1 0
0 −1

]
, C2 =

[
0 0
0 −1

]
.

It is easy to see the problem is equivalent to

min 1
2(X2

11 −X2
22)− 1

2(X2
12 + X2

22)
s.t. X11 = 1, X22 = 1

X ∈ S2
+.

There are two optimal solutions, namely

X̄ =
[

1 1
1 1

]
with Lagrangian multipliers ȳ =

[ −1
2
5
2

]
, S̄ =

1
2

[
1 −1
−1 1

]
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and

X̄ =
[

1 −1
−1 1

]
with Lagrangian multipliers ȳ =

[ −1
2
5
2

]
, S̄ =

1
2

[
1 1
1 1

]
.

For both solutions, the primal SSOSC (because app(ȳ, S̄) = {0}), the primal nondegeneracy
(because of the correlation constraint), and the dual nondegeneracy (because of the nonsingularity
of Q as we see below) hold. Furthermore, Q is nonsingular because

Q(X) =
[

X11 −1
2X12

−1
2X12 −2X22

]
= M ◦X with M :=

[
1 −1/2

−1/2 −2

]
.

Therefore, the inverse of Q is

Q−1(X) =
[

1 −2
−2 −1/2

]
◦X.

For the first solution, the eigenvectors are

Pα =
√

2
2

[1, 1]T , β = ∅, and Pγ =
√

2
2

[1,−1]T .

The associated set app(X̄) has the characterization:

app(X̄) =
{

(W, y, H) ∈ S2 × IR2 × S2
∣∣∣ W = Diag(y) + H

H11 + H22 + 2H12 = 0

}
,

where Diag(y) is the diagonal matrix given by y. Choose

y =
[

1
1

]
, H =

[ −1 1
1 −1

]
, and W =

[
0 1
1 0

]
.

Then 0 6= (W,y, H) ∈ app(X̄) and P T
α HPγ = 0, implying ΥS̄(X̄, H) = 0. We can calculate that

〈W, Q−1(W )〉 = −4 < 0.

Therefore, the dual SSOSC does not hold at the first solution. We may verify through similar
calculation that the dual SSOSC also fails to hold at the second solution.

Our last main result is on characterization of nonsingularity of ∂BF (X̄, ȳ, S̄), where F for
the QSDP takes the form

F (X, y, S) =



Q(X) +A∗(y)− S
A(x)− b
X −ΠSn

+
(X − S)


 .

It follows from [8, Lem. 1] that W ∈ ∂BF (X̄, ȳ, S̄) if and only if there exists a V ∈ ∂BΠSn
+
(Ā)

such that

W (∆X, ∆y, ∆S) =



Q(∆X) +A∗(∆y)−∆S
A(∆X)
∆X − V (∆X −∆S)


 ∀ (∆X, ∆y, ∆S) ∈ Sn × IRm × Sn. (48)
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As observed in [8] there are two special choices of V . One corresponds to V|β| = 0 ∈ S |β| and the
other corresponds to V|β| = I ∈ S |β| in (27). They are respectively denoted by V 0 and V I . Then
V 0 and V I give rise to two generalized Jacobians defined in (48) and they are correspondingly
denoted by W 0 and W I .

The next result generalizes [8, Prop. 17] from SDP to QSDP.

Proposition 3.13 Let (X̄, ȳ, S̄) be a KKT triple of the convex QSDP (3). The following hold.

(i) The primal nondegeneracy holds for QSDP at X̄ if W 0 is nonsingular.

(ii) The dual nondegeneracy holds for QSDP at (X̄, ȳ, S̄) if W I is nonsingular.

Proof. (i) can be proved by slightly modifying the first part of the proof [8, Prop. 17]. So
we only need to show (ii). By Theorem 3.7, it is enough to prove that the primal SSOSC holds
at (X̄, ȳ, S̄) if W I is nonsingular.

Let 0 6= ∆X ∈ app(ȳ, S̄). This means ∆X satisfies

A(∆X) = 0 and P T
γ (∆X)[Pβ, Pγ ] = 0. (49)

Suppose first P T
γ (∆X)Pα 6= 0. Then ΥX̄(S̄, ∆X) > 0 due to (24) and therefore

〈∆X,Q(∆X)〉+ ΥX̄(S̄, ∆X) > 0 (50)

because Q is positive semidefinite. Hence the primal SSOSC holds. Now suppose that

P T
γ (∆X)Pα = 0. (51)

We will show that Q(∆X) 6= 0, which implies (50) holds as the first term in (50) is positive for
this case.

We prove it by assuming that Q(∆X) = 0. We will get a contradiction. We note that it is
proved in [8, Eq. 65] that conditions (49) and (51) by making use of (27) imply

V I(∆X) = ∆X.

Therefore, for (∆y, ∆S) = (0, 0) ∈ IRm × Sn we have

W I(∆X, ∆y, ∆S) =



Q(∆X) +A∗(∆y)−∆S
A(∆X)
∆X − V I(∆X −∆S)


 = 0,

which implies W I is singular as ∆X 6= 0. This contradiction shows that the dual nondegeneracy
holds at (X̄, ȳ, S̄). ¤

The following result states some equivalent conditions for the strong regularity of a KKT
triple for the convex QSDP (3). It also extends the surprising result of Chan and Sun [8] from
SDP to QSDP of equivalence between the nonsingularity of ∂BF (X̄, ȳ, S̄) and the nonsingularity
of ∂F (X̄, ȳ, S̄)

Theorem 3.14 Let (X̄, ȳ, S̄) be a KKT triple of the convex QSDP (3). Then the following
conditions are equivalent.
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(i) (X̄, ȳ, S̄) is strongly regular of the generalized equation (8).

(ii) The primal SSOSC holds at (X̄, ȳ, S̄) and the primal nondegeneracy holds at X̄.

(iii) Any element in ∂F (X̄, ȳ, S̄) is nonsingular.

(iv) The primal nondegeneracy holds at X̄ and the dual nondegeneracy holds at (X̄, ȳ, S̄).

(v) Any element in ∂BF (X̄, ȳ, S̄) is nonsingular.

Proof. The equivalence between (i), (ii) and (iii) has been proved for the general nonlinear
SDP in [31, Thm. 4.1]. It is proved in Theorem 3.7 that the dual constraint nondegeneracy
is equivalent to the primal SSOSC. Hence (ii) is equivalent to (iv). Obviously (ii) implies (v).
Prop. 3.13 implies (v) =⇒ (iv). Therefore, (ii) ⇐⇒ (v) ¤

We finish this section with the remark that the smoothing Newton method analyzed in [8] in
the context of SDP can be similarly studied for the general convex NSDP (1), where f , g, and
h are all convex functions of x. All results there have their counterparts for the convex NSDP
including the convex QSDP.

4 Comparison with NLP

It is interesting to compare Prop. 3.3(i) with the similar result [13, Eq.2.9] in NLP. The com-
parison also leads to a new result in NLP which corresponds to Prop. 3.3(ii). The new result
Prop. 4.2 says that the dual SOSC of [13] implies the strict constraint qualification (see [7,
Def. 4.46] for its definition), a necessary condition not known in literature. In NLP, the strict
constraint qualification is equivalent to the uniqueness of the Lagrangian multiplier. In contrast,
our dual SSOSC implies the constraint nondegeneracy, which also implies the uniqueness of the
Lagrangian multiplier.

Consider the NLP
min f(x)
s.t. h(x) = 0,

g(x) ≤ 0,
(52)

where f : IRn 7→ IR, h : IRn 7→ IRm, and g : IRn 7→ IR` are twice continuously differentiable
functions on IRn. Suppose (x̄, ū, v̄) is a KKT triple of NLP (52). We first note that the tangent
cone T in [13, Eq.2.4] is actually the critical cone C(x̄) of (52) at x̄, which can be written as
(see [7, 5.77])

C(x̄) = {d ∈ IRn | Jxh(x̄)d = 0,Jxgi(x̄)d = 0, i ∈ I+(x̄, v̄), Jxgi(x̄)d ≤ 0, i ∈ I0(x̄, v̄)} , (53)

where

I+(x̄, v̄) := {i | gi(x̄) = 0, v̄i > 0} , and I0(x̄, v̄) := {i | gi(x̄) = 0, v̄i = 0} .

Then [13, Eq.2.9] means that the dual second-order sufficent condition defined in [13, Def.2.1]
requires the positive definiteness of the inverse of the Hessian matrix, ∇xxL(x̄, ū, v̄)−1, on the
polar cone C(x̄)− := {p ∈ IRn | 〈p, d〉 ≤ 0, d ∈ C(x̄)}.
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When specialized to NLP (52), the set Tx̄ in (29) reduces to

Tx̄ = {d ∈ IRn | Jxh(x̄)d = 0, Jxgi(x̄)d = 0, i ∈ I(x̄)} , (54)

where I(x̄) = {i | gi(x̄) = 0}. The dual SSOSC in Def. 2.4 when applied to NLP (52) implies
that the inverse of the Hessian matrix, ∇xxL(x̄, ū, v̄)−1, is positive definite on the complementary
space T ⊥̄x . Apparently Tx̄ ⊂ C(x̄) by (53) and (54), implying T ⊥̄x ⊃ C(x̄)− due to the fact of
the same set of linear functions defining C(x̄) and Tx̄.

In short, when specialized to NLP (52) our dual SSOSC implies the positive definiteness of
∇xxL(x̄, ū, v̄)−1 on (lin C(x̄))⊥ \ {0} (note that Tx̄ = lin C(x̄)), whereas the dual SOSC in [13]
implies the positive definiteness of ∇xxL(x̄, ū, v̄)−1 on W, where

W :=
{

w = ∇h(x̄)y +∇g(x̄)p
∣∣∣ pi = 0, i ∈ Ī(x̄), pi ≥ 0, i ∈ I0(x̄, v̄), (y, p) 6= 0

}
, (55)

and Ī(x̄) = {1, . . . , `} \ I(x̄). We note that W ∪ {0} = C(x̄)−.
We note that the constraint nondegeneracy of Def. 2.1 corresponds to the linear independence

assumption in NLP [29, Example 2.1]. The comparison above and direct application of Prop.
3.3(ii) to NLP imply the following corollary, where we rephrase the dual SSOSC in the context
of NLP. The result can also be proved directly.

Corollary 4.1 Suppose (x̄, ū, v̄) is a KKT triple of NLP (52). If the inverse of the Hessian
matrix (i.e., ∇xxL(x̄, ū, v̄)−1) exists and

〈w,∇xxL(x̄, ū, v̄)−1(w)〉 > 0, ∀ 0 6= (w, y, p) satisfying w = ∇h(x̄)y +∇gI(x̄)(x̄)p,

then the collection of the gradient vectors of the active constraints {∇hi(x̄), i = 1, . . . , m and
∇gi(x̄), i ∈ I(x̄)} is linearly independent. Here gI(x̄) := (gi)i∈I(x̄).

The above corollary means that the dual SSOSC implies the linear independence in NLP.
In contrast, the dual SOSC of [13] implies a weaker condition, as stated in the following result.
This result seems to have not appeared in [13] or elsewhere and hence a proof is included.

Proposition 4.2 Consider the nonlinear programming problem (52). Let (x̄, ū, v̄) be its KKT
triple. Suppose that the dual second-order sufficient condition in [13] is satisfied at (x̄, ū, v̄).
Then it holds [ Jxh(x̄)

Jxg(x̄)

]
IRn +

[
{0}

TIR`
−
(g(x̄)) ∩ v̄T

]
=

[
IRm

IR`

]
. (56)

Proof. First, we note that (56) is equivalent to
[ Jxh(x̄)
Jxg(x̄)

]
IRn +

[ {0}
C0

]
=

[
IRm

IR`

]
, (57)

where C0 :=
{
p ∈ IR` | pi ≤ 0, i ∈ I0(x̄, v̄), and pi = 0, i ∈ I+(x̄, v̄)

}
. This is because

TIR`
−
(g(x̄)) =

{
p ∈ IR` | pi ≤ 0, i ∈ I(x̄)

}
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and

v̄⊥ =



p ∈ IR`

∣∣∣
∑

i∈I+(x̄,v̄)

piv̄i = 0



 .

Notice that v̄i > 0 for i ∈ I+(x̄, v̄), the intersection of the two sets is obviously C0.
Now suppose (57) does not hold at x̄. Certainly, C0 is a cone. Then by duality results for

cones (e.g., [7, Eq.2.31]), we have

{[ Jxh(x̄)
Jxg(x̄)

]
IRn

}⊥
∩

[
IRm

C−
0

]
6=

[
0
0

]
, (58)

which means that there exists 0 6= (y, p) ∈ IRm × IR` such that it belongs to the left-hand side
of (58), i.e.,

p ∈ C−
0 and 〈y,Jxh(x̄)d〉+ 〈p,Jxg(x̄)d〉 = 0, ∀ d ∈ IRn,

which implies

w := ∇h(x̄)y +∇g(x̄)p = 0 and C−
0 =

{
p ∈ IR` | pi ≥ 0, i ∈ I0(x̄, v̄), and pi = 0, i ∈ Ī(x̄)

}
.

This means that 0 = w ∈ W defined in (55) with the corresponding (y, p) 6= 0, contradicting
the fact that ∇L(x̄, ū, v̄)−1 is positive definite on such points according to [13, Eq.2.9]. This
contradiction establishes (57) ¤

There are a few interesting remarks to make about (56). First, it is actually the strict
constraint qualification applied to NLP (52). Furthermore, it has a straightforward extension to
NSDP (1) and takes the following form.

[ Jxh(x̄)
Jxg(x̄)

]
X +

[ {0}
TSn

+
(g(x̄)) ∩ S̄⊥

]
=

[
IRm

IR`

]
, (59)

where (x̄, ȳ, S̄) is a KKT triple for NSDP (1). The strict constraint qualification (59) ensures
the uniqueness of the Lagrangian multipliers of NSDP (1), see [7, Prop. 5.86] and [31, Prop.
3.1].

The second remark is that (56) is equivalent to the qualification [13, (2.10)], which was used
there to derive the dual SOSC under the positive definiteness of the Hessian of the Lagrangian.
For reasons why they are equivalent, see [7, Remark 4.49]. The last remark we want to make is
that the primal constraint nondegeneracy in Thm. 3.4 cannot be replaced by the strict constraint
qualification (59), because under this weaker condition, linear equations in (35) may have nonzero
solutions. In contrast, the strict constraint qualification and the positive definiteness of the
Hessian matrix are sufficient in ensuring the dual SOSC in NLP [13, Thm. 2.3]. While the
difference between the NSDP and the NLP in this case once again illustrates the importance of
the sigma-term involved in second-order optimality conditions in NSDP, we would like to point
out that the SSOSC used in this paper is slightly stronger than the SOSC used in [13].
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5 Conclusion

In SDP, there exists a perfect duality between the primal/dual nondegeneracy and the dual/primal
strong second-order sufficient condition (SSOSC) [8]. In this paper, we investigate to what extent
such a perfect duality exists for nonlinear SDP.

For the convex QSDP, the primal SSOSC is nothing more than the dual nondegeneracy (as
is in SDP). But, the dual SSOSC is a little more than just being the primal nondegeneracy. It
also implies the strict convexity of the problem (i.e., Q is positive definite). We also show that
the primal and dual nondegeneracy are already enough to ensure the equivalence between the
nonsingularity of ∂BF and that of ∂F at its unique KKT triple of the convex QSDP. Above all,
the nearest correlation matrix problem satisfies not only the primal and dual SSOSC but also
the primal and dual nondegeneracy at its unique solution.

For the general nonlinear SDP, the dual SSOSC implies both the primal and the dual nonde-
generacy. Moreover, it ensures that the inverse of the Hessian of the Lagrangian function exists
at the concerned KKT triple and the inverse is positive definite on the normal space, generalizing
some results in nonlinear programming [13]. Various relationships between the primal SSOSC,
the dual SSOSC and the primal and the dual nondegeneracy are studied.

Acknowledgement. The author is grateful to the associate editor and the two referees for
their constructive comments, which not only clarify confusing usage of the constraint nondegen-
eracy and the sigma-term in the first version of the paper, but also suggest interesting ways to
address some raised issues concerning the comparison of some results in NSDP and NLP. This
has led to the addition of Section 4.
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