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Abstract

Recent developments in the area of mixture models are introduced, reviewed and discussed.
The paper introduces this special issue on mixture models, which touches upon a diversity
of developments which were the topic of a recent conference on mixture models, taken place
in Hamburg, July 2001. These developments include issues in nonparametric maximum likeli-
hood theory, the number of components problem, the non-standard distribution of the likelihood
ratio for mixture models, computational issues connected with the EM algorithm, several special
mixture models and application studies.
c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction

Mixture models have experienced increased interest and popularity over last decades.
A recent conference in Hamburg (Germany) in 2001 on Recent developments in mix-
ture models tried to capture contemporary issues of debate in this area and have them
discussed in a broader audience. This special issue of CSDA introduces some of these
topics and puts them together in a common context. In the following mixture modeling
is introduced in an elementary way and the various contributions to the Special Issue
(SI) of CSDA are set into perspective. Note that references to contributions in the
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SI are of the form: author(s) (SIyear), such as B)ohning and Seidel, 2003(SI) which
refers to this editorial in the SI. This is in contrast to normal referencing which would
be without the preDx SI: author(s) (year).
The importance of mixture distributions, their enormous developments and their

frequent applications over recent years is due to the fact that mixture models oFer
natural models for unobserved population heterogeneity. What does this mean? Suppose
that a one-parametric density f(x|�) can be assumed for the phenomenon of interest.
Here, � denotes the parameter of the population, whereas x is in the sample space X .
We call this the homogeneous case. However, often this model is too strict to capture
the variation of the parameter over a diversity of subpopulations. In this case, we have
that the population consists of various subpopulations, denoted by �1; �2; : : : ; �k , where
k denotes the number (possibly unknown) of subpopulations. We call this situation the
heterogeneous case. In contrast to the homogenous case, we have the same type of
density in each subpopulation j, but a potentially diFerent parameter: f(x|�j) is the
density in subpopulation j.
In the sample x1; x2; : : : ; xn it is not observed which subpopulation the observa-

tions are coming from. Therefore, we speak of unobserved heterogeneity. Let k latent,
dummy variables Zj describe the population membership for j = 1; : : : ; k, e.g. Zj = 1,
means that x derives from subpopulation j. Then, the joint density f(x; zj) can be
written as f(x; zj) = f(x|zj)f(zj) = f(x|�j)pj, where f(x|zj) = f(x|�j) is the density
conditionally on membership in subpopulation zj. Therefore, the unconditional density
f(x) is the marginal density

f(x|P) =
k∑

j=1

f(x; zj) =
k∑

j=1

f(x|�j)pj; (1)

where the margin is taken over the latent variable Zj. Note that pj is the probability
of belonging to the jth subpopulation having parameter �j. Therefore, the pj have to
meet the constraints pj¿ 0, p1 + · · ·+pk = 1. Note that (1) is a mixture distribution
with kernel f(x; �) and mixing distribution P, in which weights p1; : : : ; pk are given to
parameters �1; : : : ; �k . Estimation is done conventionally by maximum likelihood, that
is we have to Dnd P̂ which maximizes the log-likelihood l(P) =

∑n
i=1 logf(xi; P). P̂

is called the nonparametric maximum likelihood estimator (Laird, 1978), if it exists.
Note that also the number of subpopulations k is treated as unknown and is estimated.
Note, in addition, that it is essential for the existence of the NPMLE that the likelihood
is bounded. For example, in the case of the Poisson, Binomial, or Exponential the
likelihood is bounded and the NPMLE exists. For the normal with common variance
parameter one has to Dx the number of components to bound the likelihood, for the
normal with component-speciDc variances in the mixture any k ¿ 1 will make the
likelihood unbounded (though a version of the EM algorithm exist as well for this
situation and is frequently used in practice; see Nityasuddhi and B)ohning, 2003(SI).
Many applications are of the following type: Under standard assumptions the popula-

tion is homogeneous, leading to a simple, one-parametric and natural density. Examples
include the binomial, the Poisson, the geometric, the exponential, the normal distribu-
tion (with additional variance parameter). If these standard assumptions are violated
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because of population heterogeneity, mixture models can easily capture these additional
complexities. Therefore, mixture models are considered for conventional densities such
as normal (common unknown, known and unknown diFerent variances), Poisson, Pois-
son for standardized mortality ratio data, Binomial, Binomial for rate data, Geometric,
Exponential among others. We speak of direct applications of mixture models. Incor-
porating covariates, these direct applications lead in a very natural way to an extension
of the generalized linear model: incorporating unobserved heterogeneity we are lead to
the generalized linear mixed model.
The development of mixture models is underlined by the appearance of a number of

recent books on mixtures including Lindsay (1995), B)ohning (2000), McLachlan and
Peel (2000) which update previous books by Everitt and Hand (1981), Titterington
et al. (1985) and McLachlan and Basford (1988).

2. Some basic results on the NPMLE

The strong results of nonparametric mixture distributions are based on the fact that
the log-likelihood l is a concave functional on the set of all discrete probability distri-
butions �. The NPMLE (Laird, 1978) is deDned as an element in � which maximizes
the log-likelihood (if it exists). Van de Geer, 2003(SI) reviews some asymptotic prop-
erties of the NPMLE. It is very important to distinguish between the set of all discrete
distributions and the set �k of all distributions with a Dxed number of k support
points (subpopulations). The latter set is not convex. For details, see Lindsay (1995)
or B)ohning (2000). The major tool for achieving characterizations and algorithms is
the gradient function, deDned as

d(�; P) =
1
n

n∑

i=1

f(xi|�)
f(xi|P) :

We have the general mixture maximum likelihood theorem (Lindsay, 1983; B)ohning,
1982):
(a) P̂ is NPMLE if and only if DP̂(�)6 0 for all � or, if and only if d(�; P̂)6 1 for

all �
(b) d(�; P̂) = 0 for all support points � of P̂.
Secondly, the concept of the gradient function is important in developing reliable,
globally converging algorithms (for a review see B)ohning, 1995; Lesperance and
KalbMeisch, 1992). Schlattmann, 2003(SI) uses an improved version of one of these
algorithms to develop an inferential Bootstrap approach for estimating the number of
components in a mixture.

3. Mixture models and the EM algorithm

When the number of components k is Dxed in advance, the set of all probability
distributions with k support points is non-convex which makes the maximization of the
log-likelihood a lot more diNcult, and multiple local maxima might exist. However,
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the advantage of this restricted situation lies in the fact that parameter estimation can
be treated with the EM algorithm (Dempster et al., 1977). Here, the complete data
likelihood is simply

�j[f(x|�j)pj]Zj (2)

and the complete data log-likelihood separates the estimation of p1; : : : ; pk and esti-
mation of the parameters involved in f(x|�j). The E-step is can be executed easily as
well using Bayes theorem:

ej = E(Zj|x; P) = Pr(Zj = 1|x; P) = f(x|Zj = 1; P)

Pr(Zj = 1|P)=�j′f(x|Zj′ = 1; P)Pr(Zj′ = 1|P)
=f(x|�j)pj=�j′f(x|�j′)pj′ (3)

The expected complete data log-likelihood becomes

�jej logpj + �jej logf(x|�j)
and based upon the full sample x1; : : : ; xn

�i�jeij logpj + �i�jeij logf(xi|�j); (4)

where eij = E(Zij|xi; P). From (4) new estimates for p1; : : : ; pk are easily determined
as �ieij=n, whereas the estimates for the parameters involved in f(x|�j) will depend
on the form of f. The EM algorithm is one of the most frequently used algorithms for
determining maximum likelihood estimates in mixture models because of it’s numerical
stability and monotonicity property. However, recently more attention is focussed on
it’s dependence on initial values (in converging to local maxima). See Karlis and
Xekalaki, 2003(SI), Biernacki et al., 2003(SI), Seidel et al. (2000), or B)ohning (2002).
In the latter contribution, the concept of the gradient function is utilized to improve
the convergence behavior of the EM algorithm.
The idea of incomplete data can be extended to incorporate missing data (Hunt

and Jorgensen, 2003(SI) or truncated data like data stemming from capture-recapture
experiments in which the counting distributions of the number of catches is modeled.
Here, the frequencies of zero-catches remains unobserved and can be imputed with an
appropriate modiDcation of the EM algorithm. A contribution to this area is provided
by Mao and Lindsay, 2003(SI).

4. Likelihood ratio test and number of components

Although the nonparametric estimation of the heterogeneity distribution provides an
estimate of the number of components itself, it is sometimes requested to use the like-
lihood ratio test for testing whether a reduced number of components is likewise suN-
cient. It is well known (Titterington et al., 1985; McLachlan and Basford, 1988) that
conventional asymptotic results for the null distribution of the likelihood ratio statistic
do not hold, since the null hypothesis lies on the boundary of the alternative hypothe-
sis. In some cases theoretical results are available (B)ohning et al., 1994), but in other
cases simulation results must be used. In general, a parametric Bootstrap procedure can
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be used (McLachlan, 1992), and it was pointed out recently that this approach leads to
valid statistical inference (Feng and McCulloch, 1996). Recent papers focussing on the
likelihood ratio include Schlattmann, 2003(SI) or Pons and Lemdani, 2003(SI); Pavlic
and van der Laan, 2003(SI) consider a distance estimation approach. Other approaches
are based upon the Akaike information criterion, Bayesian information criterion and
alike; for details, see McLachlan and Peel (2000).

5. Mixture models and covariates

In many application areas the analysis of additional covariates is often desirable.
Mixture modeling with covariates leads to the area of mixed generalized linear models.
Consider again the basic mixture model (1):

∑k
j=1 f(x; �j)pj. Suppose that a number

covariates u1; : : : ; up is given. These are then related to the component mean by means
of a linear model �j=ut j= 0j+u1 1j+ · · ·+up pj or by means of generalized linear
model �j=h−1(ut j), where h is the link function like h(:)=log(:) for a Poisson model.
Mixing can be done on all or only on part of the covariates, or solely on the intercept.
Also, the multi-level structure of the data might be taken into account. Various authors
have contributed developments in this area including Aitkin (1996, 1999) or Dietz
(1992), Dietz and B)ohning (1996). Sometimes, also the weights pj = pj(u) in the
mixture (2) are modeled in dependency of the covariates. In an application study,
models of this kind are used for modeling length of stay in a hospital (Yau et al.,
2003(SI).

6. Special mixture models

One class of special mixture models arises when certain component parameters are
Dxed to speciDc values. An example is the zero in<ated Poisson which is a two
component mixture with the Drst component Dxed at 0 which makes this compo-
nent distribution singular (one-point distribution). The zero-inMated Poisson model is:
(1−p)Po(0|�)+pPo(x|�) where Po(x|�)=exp(−�)�x=x!. Note that Po(0|�)=0, unless
� = 0 in which case Po(0|�) = 1. Models of this kind are considered in Dalrymple et
al., 2003(SI), Lambert (1992), B)ohning (1998); see also Mooney et al., 2003(SI) for
modeling count data in their time dependency. Similarly in survival analysis, when a
certain part of the (treated) population remains disease free, we are lead to cure mod-
els. Cure models are also special mixture models, namely (two-component) mixtures of
survival time distributions in which one component is a singular one-point distribution
(survival guaranteed). Contributions to this area are from Pons and Lemdani, 2003(SI),
Peng, 2003(SI) and Morbiducci et al., 2003(SI).

7. Application of mixture models and connection to Bayesian methods

Mixture models do have many application areas of their own dimension, depth and
value—to mention just two: disease mapping and meta analysis. In these areas interest
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is often in a stabilized estimate of the quantity of interest in the spatial unit (disease
mapping) or the study (meta analysis). These can be provided by the empirical Bayes
estimators which are developed from the posterior distribution (3) like a mean mea-
sure such as the expected value with respect to the posterior. The key idea is to think
of the heterogeneity distribution P as a prior distribution on the unknown parame-
ter �. Then (3) establishes the posterior distribution. The mixture model comes in by
providing a tool to replace the unknown prior (mixing) distribution by an appropriate
estimate. A classical paper on this is from Clayton and Kaldor (1987). For applications
in meta-analysis see also B)ohning (2000). Full Bayesian procedures arise when fur-
ther prior distributions (hyperpriors) are assumed for modeling all parameters involved
in the prior. Aitkin (2002) has reviewed full Bayesian approaches to cope with the
number of components problem. He could demonstrate a rather strong dependence on
the posterior from the assumed hyperprior for the number of components. This is not
surprising since mixture likelihoods can be extremely Mat, bringing out the inMuence
of the hyperprior model. A contribution to these areas is from Biggeri et al., 2003(SI).
Other applications include texture modeling by mixtures (Grim and Haindl, 2003(SI))
and distance-based modeling of ranking data (Murphy and Martin, 2003(SI)).

8. Multivariate mixtures

Developments in the area of multivariate mixtures are few and mostly concentrated
on mixtures of multivariate normals. Contributions are given here by McLachlan et al.,
2003(SI) as well as Biernacki et al., 2003(SI). A further special multivariate mixture
model is provided by the latent class approach and associated developments in which
a multidimensional contingency table is analyzed with respect to a latent, discrete
variable. The ideas go back originally to Lazarsfeld and Henry (1968) and has been
further developed by several authors including Clogg (1979) and Formann (1982), to
mention only a few. Contributions here are from Croft and Smith, 2003(SI), Formann,
2003(SI), and Vermunt, 2003(SI). Finally, Berchtold, 2003(SI) considers mixture mod-
eling of heteroscedastic times series.

9. Diagnostics, testing, and adjusting for heterogeneity

Before one enters into the cumbersome task of Dtting a mixture model it might be
of value to know about the presence of heterogeneity. If there is none, there is also no
need to go into mixture modeling. This is the area of diagnostics and testing for het-
erogeneity (mixing). Susko, 2003(SI) contributes to this area as well as Mao and Lind-
say, 2003(SI), the latter in combination with a very interesting application of truncated
Poisson distributions arising from capture-recapture data which are considered more
and more in many areas including biology=ecology, but also epidemiology. Recently,
a major contribution in the American Journal of Epidemiology (IWGDMF, 1995a, b)
pointed out the importance of these techniques for determining the completeness of dis-
ease incidence registries. Sometimes one considers the occurrence of heterogeneity as a
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nuisance that needs to be adjusted for. Viwatwongkasem and B)ohning, 2003(SI) con-
sider such a situation, namely the risk diFerence in multi-center studies under baseline
heterogeneity, and study a number of estimators adjusting for heterogeneity.
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