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1. We have 6 = (3, 81,0?), and

1 1
i1 0) = 5 exp { =55 = o = rs)?

(the N(By + Pizi, 0%) p.d.f.), so the likelihood is

L(O) = H fY(yz'; 0)

The log-likelihood is
1 n
6(0) = log L(O) = —5 log 27TU 27 Z 50 — 511'1')2.

Differentiating with respect to each component of 8, we have

oo 12
@(50) = ﬁ Z(yz — Bo — 51%’)7
i=1
ol 1 &
8(51 Co? z:: ~ i)
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%) solves
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So a stationary point 6 = (B B,

61 Xn:( — By — Buas) = 0,

1 2 A A
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and
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_ S (i — fo — fhai)? = 0 3
Rearraging (1)
Bo=1y— bz

Rearranging (2) gives

B - o Ty — nPox

n_ .2
i=1 T3

Substituting Bo, we get

iy —n(y — 5i7)z
1 — n 2 ’

i=1 T3

=

and rearranging for [, gives

i Ty — nay
— L =
Do Tf —NT

H@>

(b) Rearranging (3), and pulg-in the MLE Bo, Br gives

62 = TllZ(yl - Bo - 31901')2-

i=1

For (a) and (b), we assume that this stationary point is a maximum, therefore the
MLEs are just (5, 31,62).

(¢) The MLE of ¢ is

6=Vé2= «1%(% - 50 - B1$i)2~

i=1
(d) In this case, let 8 = (BT, 0?)T, we know the likelihood is

L(6) = fr(y;0)

= (210%) 2 exp [~ (y — X8y — X))

therefore

£(6) =105 L(8) = — 1 log(2m) — » 105(0”) — 5 (y — XB) (3 — XB).

Differentiating with respect to each component of 8, we have

o0) 1



and o0(6) 1
9o = _222 + 2(0_2)2 (y - XIB)T(y - XB)

So a stationary point B solves

which suggests R
B=(XTX)'X"y.

Moreover, So a stationary point 62 solves

n N 1 ( ~ A
262 | 2(52)2"

which suggests

(e) Note that as long as E(Y;) = BT x;, we have
B(Y)=E((Vi,....Y.,)"] = X8,
where X = (xy,...,®,)T is the n X p matrix of explanatory variables. As a result,
EB) =EX"X)'XTy = (XTX)"'XTE(Y)= (X"X)"Y(X"X)8=5
which suggests @ is an unbiased estimator.

None of the assumptions are required. We only need E(¢;) =0,i=1...,n.

(f) Note that Y — X8 = (I — X(XTX)"'XT)Y, we denote
I - X(XTX)'XT=1-P=H,
where note that PT = P and PP = P. As a result,

Y -XB)T(Y -XB)=Y"(I - X(X"X)'XT) (I - X(X"X)'XTY
=YT(I 2X(X"X)'XT+ X(X"X)"'XT)Y
=YT(I - X(X"X)'XT)Y
=Y'THY.



Note that HX =0 and Y = X8 + €, combined with the fact that tr(AB) = tr(BA)
we have

In addition, we have
tr(H) =tr(f, — X(XTX)'X7T)
=tr(l,) — tr(X(XTX) ' XT)
=n —tr((XTX) ' XTX)

=n — tr(l,)
Hence,
. 1 n—p
E@6%) =~E[(Y - XB)"(Y - XB)| = —0”,
n n
which means the MLE &2 is a biased estimator of o2.
An unbiased estimator of o2 is
~ 1
5= — (v - xB)T(Y - XB).
n—p

(a) We have p=2and ¢ =1, so

g Do—D)/lp—q) _(13-12)/2-1) 1

D1 /(n—p) 12/(0—2) _ 12/48 _ -

Under Hy, F' ~ F,_gn—p = F14s. For a size a = 0.05 test, we reject Hy if F' > k,
where k is the 95% point of the F} 45 distribution, which equals to 4.042652 as
calculated by R, or 4.04, to two decimal places. So we do not reject Hy.

(b) From the notes, for j = 1,2, we have

max L(B,0%) = (21D, /n) " exp (—n/2).
B,02c00)



So

maxg ,2com L(B, o?)
maxﬁ",ze@(o) L(B, 0'2)
(2r Dy /n) "% exp (—n/2)
(27 Dy /n)—"2exp (—n/2)

Do\ 2
— 2]og [ 22
8 (Dl)

log 20
=nlog —
13

— 501og -~
%6 19

=4.00 (2 d.p).

LOl = 210g

= 2log

Under Hy, Loy ~ x3. For a test of approximate size a, we reject Hy if Loy > k,
where k is the 95% point of the xj distribution, or x7 ; g5 Which equals to 3.841459,
or 3.84, to two decimal places. So we reject Hy.

For the F' test, we did not reject Hy, while for the log likelihood ratio test, we
did reject Hy. In both cases, the value of the test statistic was quite close to the
critical value. The two tests differ because the log likelihood ratio test statistic Lo,
has approximately (not exactly) x? distribution under Hy, whereas F' has exactly
F} 45 distribution. Because the approximate distribution for Ly is based on an
asymptotic result (valid as n — o0), the two tests will be very similar for large n.

Since both F-test and likelihood ratio tests can only applied for testing nested
(restricted) models, they are not necessarily suitable for this problem.

If Hy: CB =0 is true, then CB ~ N(0,02C(XTX)1CT), which further leads
to

BCT [*C(X"X)C"]  CB ~ X2,
if matrix C' is of rank m.

However, we often do not know o2 in practice. This suggests the following Wald
test statistic

W =p"C" [*c(x"x)'c"] ' op

In large samples n — oo, we have 62 — o2, As a result, the asymptotic distribution
of the Wald test statistic W is x?,.



