QUASICONVEXITY OF VIRTUAL JOINS AND SEPARABILITY OF PRODUCTS
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ABSTRACT. A relatively hyperbolic group G is said to be QCERF if all finitely generated relatively
quasiconvex subgroups are closed in the profinite topology on G.

Assume that G is a QCERF relatively hyperbolic group with double coset separable (eg, virtually
polycyclic) peripheral subgroups. Given any two finitely generated relatively quasiconvex subgroups
Q,R < G we prove the existence of finite index subgroups Q' <; Q and R’ <; R such that the
join (Q’, R') is again relatively quasiconvex in G. We then show that, under the minimal necessary
hypotheses on the peripheral subgroups, products of finitely generated relatively quasiconvex subgroups
are closed in the profinite topology on G. From this we obtain the separability of products of finitely
generated subgroups for several classes of groups, including limit groups, Kleinian groups and balanced
fundamental groups of finite graphs of free groups with cyclic edge groups.
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1. INTRODUCTION

Any group can be equipped with the profinite topology, whose basic open sets are cosets of finite index
subgroups. A subset of a group is said to be separable if it is closed in the profinite topology. The trivial
subgroup of a group G is separable if and only if the profinite topology is Hausdorff; in this case G is
said to be residually finite. If every finitely generated subgroup of G is separable then G is called LERF
(or subgroup separable), and if the product of any two finitely generated subgroups is separable, G is said
to be double coset separable.

In this paper we will be interested in various separability properties of relatively hyperbolic groups.
The notion of a relatively hyperbolic group was originally suggested by Gromov [Gro87] as a generalisation
of word hyperbolic groups. The concept was further developed by Farb [Far98], Bowditch [Bow12],
Drutu-Sapir [DS05], Osin [Osi06b] and Groves-Manning [GMO08], whose various definitions were later
shown to be equivalent by Hruska [Hrul0O]. Relative hyperbolicity is a relative property of a group G in
the sense that one must specify a collection of peripheral subgroups {H, | v € N'} with respect to which
G is relatively hyperbolic (see Definition 5.3). Typical examples of relatively hyperbolic groups include
geometrically finite Kleinian groups, fundamental groups of finite volume manifolds of pinched negative
curvature, and small cancellation quotients of free products. Respectively, these groups are hyperbolic
relative to their maximal parabolic subgroups, their cusp subgroups and the images of the free factors
(see, for example, [Osi06b]).

1.1. Quasiconvexity of virtual joins. Since general finitely generated subgroups of word hyperbolic
(relatively hyperbolic) groups can be quite wild and need not be separable, it is customary to restrict
one’s attention to quasiconvex (respectively, relatively quasiconvex) subgroups.

Quasiconvexr subgroups play a central role in the study of word hyperbolic groups. They are pre-
cisely the finitely generated quasi-isometrically embedded subgroups, and, hence, they are hyperbolic
themselves and are generally well-behaved.

If @ and R are two quasiconvex subgroups of a hyperbolic group G then the intersection S = QN R is
also quasiconvex (see, for example, Short [Sho91]) but the join (@, R) need not be. This can be remedied
by considering a wvirtual join of @ and R, which is defined as (@', R"), for some finite index subgroups
Q' <5 Q and R’ <y R. The existence of a quasiconvex virtual join (Q’, R') was proved by Gitik [Git99b]
under the assumption that S = QN R is separable in G. More precisely, Gitik’s theorem states that there
exist finite index subgroups Q" <; @ and R’ <y R such that @' N R’ = S and the virtual join (Q’, R’)
is quasiconvex in G; moreover, (Q’, R') will be naturally isomorphic to the amalgamated free product
Q' *s R'. This theorem was an important ingredient in the proof that double cosets of quasiconvex
subgroups are separable in LERF hyperbolic groups (see [Git99a; Min06]).

In the setting of relatively hyperbolic groups, the natural sub-objects are the relatively quasiconvex
subgroups, which are themselves relatively hyperbolic in a way that is compatible with the ambient
group. Basic examples of relatively quasiconvex subgroups are mazimal parabolic subgroups (that is,
conjugates of the peripheral subgroups), parabolic subgroups (subgroups of maximal parabolics) and
finitely generated undistorted (equivalently, quasi-isometrically embedded) subgroups (see [Hrul0]).

In [HrulO], Hruska proved that the intersection of two relatively quasiconvex subgroups is again
relatively quasiconvex. However, until now the existence of a relatively quasiconvex virtual join (@', R'),
for two relatively quasiconvex subgroups @ and R in a relatively hyperbolic group G, such that S = QNR
is separable in G, was only known in special cases:

e Martinez-Pedroza [Mar09] proved it in the case when R < P, for some maximal parabolic
subgroup P of G, such that Q N P C R;

e Martinez-Pedroza and Sisto [MS12] proved it when @ and R have compatible parabolics (that is,
for every maximal parabolic subgroup P of G either QNP C RNPor RNP C QN P);

e Yang [Yanl2] (unpublished; see also McClellan’s thesis [McC19]) proved it when R is a full
subgroup of G (that is, for every maximal parabolic subgroup P in G, RN P is either finite or
has finite index in P).

Similarly to Gitik’s theorem [Git99b], in all three cases above the authors establish an isomorphism

between the virtual join (Q’, R’) and the amalgamated free product @’ g R', where S’ = Q' N R’ <; S.

The extra assumptions on @ and R in each of the above results from [Mar09; MS12; Yan12; McC19]

imply that @ and R have almost compatible parabolics (see Definition 1.5 below). Unfortunately this is

still a significant restriction and a more general result is desirable. Moreover, in the absence of almost

compatibility one cannot expect a virtual join to split as an amalgamated free product of Q' and R'.
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Indeed, for example if both @ and R are subgroups of an abelian peripheral subgroup of G then any
virtual join (@', R’) would again be abelian.

One of the goals of the present paper is to establish quasiconvexity of virtual joins without making
any compatibility assumptions on @@ and R. However we need to impose stronger assumptions on the
properties of the profinite topology on G than just separability of S = QN R: we will require the finitely
generated relatively quasiconvex subgroups to be separable and the peripheral subgroups to be double
coset separable.

Definition 1.1 (QCERF). We will say that a relatively hyperbolic group G is QCERF if every finitely
generated relatively quasiconvex subgroup in G is separable.

Theorem 1.2. Let G be a finitely generated relatively hyperbolic group. Suppose that G is QCERF and
the peripheral subgroups of G are double coset separable. If Q, R < G are finitely generated relatively
quasiconvez subgroups and S = QN R then there exist finite index subgroups Q' <y Q and R’ <y R, with
Q' N R =8, such that the virtual join (Q', R') is relatively quasiconvez in G.

More precisely, there exists L <y G, with S C L, such that for any L' <; L, satisfying S C L', we
can choose Q' = QN L <y Q, and there exists M <y L', with Q' C M, such that for any M’ <; M,
satisfying Q" C M', we can choose R = RN M' <; R.

One can observe that the choice of R" <y R in the above theorem depends on the choice of Q' <; Q.
In the case when the peripheral subgroups are abelian the situation is easier:

Theorem 1.3. Let G be a finitely generated group hyperbolic relative to a finite collection of abelian
subgroups. Assume that G is QCERF. If Q, R < G are relatively quasiconvex subgroups and S = QN R
then there exists a finite index subgroup L <; G, with S C L, such that the virtual join (Q', R') is
relatively quasiconvex in G, for arbitrary subgroups Q' <y QNL and R’ <y RNL, satisfying @ "R’ = S.

In fact, one can slightly weaken the assumptions in Theorem 1.3 by requiring the peripheral subgroups
of G to be virtually abelian instead of abelian: see Corollary 14.2.

Unlike the previous results from [MS12; Yan12], Theorem 1.2 does not require any (almost) compat-
ibility of parabolics from the subgroups @ and R. To work in this general setting, we develop a novel
approach which uses the profinite topology on G to carefully select the finite index subgroups Q" <; Q
and R’ <j R satisfying certain metric properties (see Subsections 3.1, 3.2 and Section 11). We also give
a new and simple criterion for establishing separability of double cosets in amalgamated free products
in Section 12.

Theorem 1.2 applies to a wide class of relatively hyperbolic groups, including all limit groups, all
Kleinian groups and many groups acting on CAT(0) cube complexes. Regarding QCERF-ness, Manning
and Martinez-Pedroza [MM10] proved that the following two statements are equivalent:

(a) every finitely generated group hyperbolic relative to a finite collection of LERF and slender
subgroups is QCERF;
(b) all word hyperbolic groups are residually finite.

Recall that a group is called slender if every subgroup is finitely generated. The question of whether
statement (b) is true is a well-known open problem. If the answer to it is positive then, for example, all
finitely generated groups hyperbolic relative to virtually polycyclic subgroups will be QCERF.

Large classes of relatively hyperbolic groups have already been proved to be QCERF. One of the first
results in this direction is due to Wilton [Wil08], who established QCERF-ness of limit groups. The
ground-breaking work of Haglund and Wise [HWO08] and Agol [Ago13] implies that any word hyperbolic
group acting geometrically on a CAT(0) cube complex is QCERF. One of the consequences of this result
is that all finitely generated Kleinian groups are QCERF. More recently, Einstein and Groves [EG22]
and Groves and Manning [GM22] extended this theory to relatively hyperbolic groups acting (weakly)
relatively geometrically on CAT(0) cube complexes. Einstein and Ng [EN21] used it to show that full
relatively quasiconvex subgroups of C’(1/6)-small cancellation quotients of free products of residually
finite groups are separable. In the case when the free factors are LERF and slender the latter result can
be combined with a theorem of Manning and Martinez-Pedroza [MM10, Theorem 1.7] to conclude that
such small cancellation free products are QCERF.

By a theorem of Lennox and Wilson [LW79] all virtually polycyclic groups are double coset separable,
hence the assumption about peripheral subgroups in Theorem 1.2 is automatically true in many relevant
cases. However whether this assumption is actually necessary is less obvious. It is required in our
approach, but it would be interesting to see whether the theorem remains valid without it. As expected
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from the results in [MS12; Yan12], it is not needed if the relatively quasiconvex subgroups @) and R have
almost compatible parabolics: see Theorem 14.5 below.

1.2. Separability of double cosets. In group theory knowing that double cosets of certain subgroups
are separable is often quite useful. For example, the separability of double cosets of hyperplane subgroups
was used by Haglund and Wise in [HWO08] to give a criterion for virtual specialness of a compact non-
positively curved cube complex. Separability of double cosets of abelian subgroups in Kleinian groups
was an important ingredient in the theorem of Hamilton, Wilton and Zalesskii [HWZ13] that fundamental
groups of compact orientable 3-manifolds are conjugacy separable.

Double coset separability of free groups was first proved by Gitik and Rips [GR95]. Shortly after,
Niblo [Nib92] came up with a new criterion for separability of double cosets and applied it to show that
finitely generated Fuchsian groups and fundamental groups of Seifert-fibred 3-manifolds are double coset
separable. Separability of double cosets of quasiconvex subgroups in QCERF word hyperbolic groups
was proved by the first author in [Min06]. Martinez-Pedroza and Sisto [MS12] generalised this to double
cosets of relatively quasiconvex subgroups with compatible parabolics in QCERF relatively hyperbolic
groups; Yang [Yanl2] and McClellan [McC19] treated the case when at least one of the factors is full.
Our proof of Theorem 1.2 almost immediately yields the following.

Corollary 1.4. Let G be a finitely generated group hyperbolic relative to a finite collection of subgroups
{H, |v € N'}. Suppose that G is QCERF and H, is double coset separable, for every v € N'. Then for
all finitely generated relatively quasiconvexr subgroups @, R < G, the double coset QR is separable in G.

Clearly the assumptions of Corollary 1.4 are the minimal possible. This result is powerful enough to
prove a conjecture of Hsu and Wise from [HW10]: see Corollary 2.3.

In the case when the relatively hyperbolic group G admits a weakly relatively geometric action on a
CAT(0) cube complex Corollary 1.4 was proved by Groves and Manning [GM22]. Groves and Manning’s
argument uses Dehn fillings to approximate G by QCERF word hyperbolic groups, thus reducing the
statement to separability of double cosets in hyperbolic groups from [Min06]. Our approach is completely
different as we always work within G.

In the following definition we will use a preorder < on the sets of subsets of a group G, introduced by
the first author in [Min05b]:

given U,V C G we will write U < V if there exists a finite subset Y C G such that U C VY.

If dx is the word metric on G, corresponding to a finite generating set X, and U,V are subsets of G
then U < V if and only if U is contained in a finite dx-neighbourhood of V. If U and V are subgroups
of G then U x V is equivalent to |U : (UNV)| < oo (see [Min05b, Lemma 2.1]).

Definition 1.5 (Almost compatible parabolics). Let @ and R be subgroups of a relatively hyperbolic
groups G. We will say that @ and R have almost compatible parabolics if for every maximal parabolic
subgroup P of G either QNP RNPor RNP<Q@NP.

Clearly if G is a relatively hyperbolic group and @, R are subgroups with compatible parabolics then
they have almost compatible parabolics. The same is true if at least one of @), R is a full subgroup of G.

In the case when the relatively quasiconvex subgroups Q and R have almost compatible parabolics
the assumption that the peripheral subgroups H, are double coset separable can be dropped from
Corollary 1.4, allowing us to recover the double coset separability results from [MS12; Yan12; McC19].

Corollary 1.6. Suppose that G is a finitely generated QCERF relatively hyperbolic group. If Q and R
are finitely generated relatively quasiconvex subgroups of G with almost compatible parabolics then the
double coset QR is separable in G.

1.3. Separability of products of quasiconvex subgroups. The third part of this paper is dedicated
to proving separability for more general products F} ... Fs, where s € N is arbitrary and Fy, ..., F, are
relatively quasiconvex subgroups in a relatively hyperbolic group.

Definition 1.7 (RZ; and product separability). Let P be a group and let s € N. We say that P
has property RZ; if for arbitrary finitely generated subgroups FE1, ..., Es < P the product Fj ... Ey is
separable in P. If P has property RZ; for all s € N, we say that P is product separable.

Thus RZ; means that the group is LERF and RZ, is equivalent to double coset separability. The
definition of RZ; is due to Coulbois [Cou01]; he named it after Ribes and Zalesskii, who proved in [RZ93]
that free groups are product separable, confirming a conjecture of Pin and Reutenauer from [PR91]. Pin
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and Reutenauer showed that product separability of free groups implies Rhodes’ type II conjecture from
semigroup theory (see [PR91; Pin89] for the background).

In [Min06], generalising the result of [RZ93], the first author proved that the product of finitely many
quasiconvex subgroups is separable in a QCERF word hyperbolic group. Moreover, in [Cou01] Coulbois
showed that, for every s € N, free products of groups with property RZ; also have property RZ;. Taken
together, these facts motivate the following theorem.

Theorem 1.8. Let G be a finitely generated group hyperbolic relative to a finite collection of subgroups
{H,|v € N}, and let s € N. Suppose that G is QCERF and H, has property RZs, for each v € N. If
Fy, ..., Fs < G are finitely generated relatively quasiconvex subgroups of G, then the product F ... Fy is
separable in G.

We note that separability of products of full relatively quasiconvex subgroups in a QCERF relatively
hyperbolic group was proved by McClellan [McC19].

Finitely generated virtually abelian groups are product separable. Therefore, Theorem 1.8 applies
to finitely generated QCERF relatively hyperbolic groups with virtually abelian peripheral subgroups.
Examples of such groups include limit groups, geometrically finite Kleinian groups and C’(1/6)-small
cancellations quotients of free products of finitely generated virtually abelian groups (see [Rey23]). We
discuss some applications of Theorem 1.8 in Subsection 2.2, and give a brief outline of the proof at the
beginning of Part III.

Acknowledgements. The authors would like to thank Pavel Zalesskii, Sam Shepherd and Benjamin
Steinberg for helpful discussions, and the referee for careful reading of the paper and for valuable cor-
rections.

2. APPLICATIONS

In this section we list some applications of the main results from the Introduction.

2.1. Geometrically finite virtual joins. A Kleinian group is a discrete subgroup of the (orientation-
preserving) isometries of the real hyperbolic 3-space, Isom(H?). Recall that a Kleinian group G has an
induced action on the ideal boundary OH? of hyperbolic space by homeomorphisms, under which the
smallest G-invariant compact subset, AG, is called its limit set. A subgroup P < G is called parabolic
if it has a single fixed point p in OH® and setwise fixes some horosphere centred at p. We say that G
is geometrically finite if every point of AG is either a conical limit point or a bounded parabolic point
(see [Bow93] for definitions). Examples of geometrically finite Kleinian groups include the fundamental
groups of finite volume hyperbolic 3-manifolds.

As noted in the Introduction, geometrically finite Kleinian groups are relatively hyperbolic with respect
to conjugacy class representatives of their maximal parabolic subgroups (which are virtually abelian).
Moreover, geometrically finite subgroups are exactly the relatively quasiconvex subgroups of geometri-
cally finite Kleinian groups [Hrul0, Corollary 1.6].

Baker and Cooper [BC08] showed, using geometric methods, that if G is a finitely generated Kleinian
group and @ and R are geometrically finite subgroups of G with almost compatible parabolics, then
there are finite index subgroups @’ <; @ and R’ <; R such that the join (Q’, R') is geometrically finite.
In [MS12] Martinez-Pedroza and Sisto recover this result for geometrically finite Kleinian groups as a
special case of their work, using techniques closer to those in the present paper. Using Theorem 1.2, we
are able to eliminate the hypothesis of compatible parabolic subgroups in these results:

Corollary 2.1. Let G be a geometrically finite Kleinian group, and suppose that Q, R < G are geomet-
rically finite subgroups of G. Then there are finite index subgroups Q' <5 Q and R' <; R such that
(Q', R') is a geometrically finite subgroup of G.

Proof. The group G is geometrically finite, so it is finitely generated [Rat06, Theorem 12.4.9] and hy-
perbolic relative to a finite collection of finitely generated virtually abelian subgroups [Bow12; Hrul0].
Agol proved that all finitely generated Kleinian groups are LERF [Agol3, Corollary 9.4]; in particular,
this means that they are QCERF. Therefore G is a QCERF relatively hyperbolic group with double
coset separable peripheral subgroups. By Hruska’s result [HrulO, Corollary 1.6], a subgroup of G is
geometrically finite if and only if it is relatively quasiconvex. We may now apply Theorem 1.2 to obtain
the desired conclusion. O



2.2. Product separability. Recall that a group G is product separable if the product of finitely many
finitely generated subgroups is closed in the profinite topology on G. Until now, few examples of groups
were known to be product separable: free abelian groups, free groups [RZ93], groups of the form F' x Z,
where F' is free [You97], and locally quasiconvex LERF hyperbolic groups [Min06] (eg, surface groups).
Additionally, the class of product separable groups is closed under taking subgroups, finite index su-
pergroups and free products [Cou01]. However, this class is not closed under direct products (eg, the
direct product of two non-abelian free groups is not even LERF [AGT3]). It also does not contain some
polycyclic groups: in [LW79] Lennox and Wilson proved that the integral Heisenberg group H3(Z), which
is polycyclic (in fact, finitely generated nilpotent of class 2), is not product separable as it does not have
property RZs.
We use Theorem 1.8 to establish product separability for many more groups.

Theorem 2.2. The following groups are product separable:
(i) limit groups;
(i) finitely generated Kleinian groups;
(iii) fundamental groups of finite graphs of free groups with cyclic edge groups, as long as they are
balanced.

Recall that a group G is called a limit group if it is finitely generated and fully residually free (that is,
for every finite subset A C G, there is a free group F and a homomorphism ¢: G — F that is injective
when restricted to A). Limit groups played an important role in the solutions of Tarski’s problems about
the first order theory of free groups by Sela [Sel06] and Kharlampovich-Myasnikov [KMO6].

Following Wise, we say that a group G is balanced if for every infinite order element g € G the
conjugacy between g™ and ¢g" implies that n = +m. In [Wis00], Wise proved that the fundamental group
G of a finite graph of free groups with cyclic edge groups is LERF if and only if it is balanced if and only
if G does not contain any non-Euclidean Baumslag-Solitar subgroups BS(m,n) = {(a,t | ta™t~! = a™),
with m,n € Z \ {0} and n # £m.

Part (iii) of Theorem 2.2 generalises a result of Coulbois [Cou00, Theorem 5.18], who proved that
the free amalgamated product of two free groups along a cyclic subgroup is product separable. Theo-
rem 2.2(iii) confirms (in a strong way) a conjecture of Hsu and Wise [HW10, Conjecture 15.5], which
states that a balanced group splitting as a finite graph of free groups with cyclic edge groups is double
coset, separable.

Corollary 2.3. Suppose that G splits as a fundamental group of a finite graph of finitely generated free
groups with cyclic edge groups. If G is balanced then it is virtually compact special; in other words, G
has a finite index subgroup which is isomorphic to the fundamental group of a compact non-positively
curved special cube complex (in the sense of Haglund and Wise [HW08]).

Proof. Hsu and Wise [HW10, Theorem 10.4] proved that G admits a proper cocompact action on a
CAT(0) cube complex X. By Theorem 2.2, G is double coset separable, hence, by a result of Haglund
and Wise [HWO08, Theorem 9.19], G has a finite index subgroup K such that K\X is a special cube
complex. O

After the completion of this paper the authors learned of a recent result of Shepherd and Woodhouse
[SW22, Theorem 1.2], which gives an alternative proof of Corollary 2.3, using different methods.

One of the original motivations for considering product separability of groups came from semigroups
and automata theory. Pin and Reutenauer [PR91] used this property to characterise the profinitely
closed rational subsets of free groups.

Recall that for a monoid M, the rational subsets Rat(M) C 2™ form the smallest collection of subsets
of M satisfying the following conditions:

(1) 0 € Rat(M) and, for each m € M, {m} € Rat(M);

(2) if A, B € Rat(M), then AB € Rat(M) and AU B € Rat(M);

(3) if A € Rat(M), then A* € Rat(M), where A* is the submonoid of M generated by A.
We refer the reader to [PR91] for an account of the basic theory of rational subsets.

In a group G it makes sense to consider the subgroup closure instead of the *-closure. Thus we
define the set Rat’(G) C 2% as the smallest collection of subsets of G containing all finite subsets,
closed under finite unions, products and subgroup closure. It is easy to see that RatO(G) consists of all
subsets of the form gFj ... Fs, where s € Ny, g € G and Fy,..., Fs are finitely generated subgroups of
G ([PR91, Proposition 2.2]). Evidently Rat"(G) C Rat(G); moreover, it is not difficult to show that
Rat’(G) = Rat(Q) if and only if G is torsion.



The following theorem was proved by Pin and Reutenauer [PR91, Corollary 2.5] in the case of free
groups (see also [Rib17, Section 12.3] for a slightly different argument), however the proof is readily seen
to remain valid in all product separable groups.

Theorem 2.4 (Pin-Reutenauer). If G is a product separable group then Rat’(G) is precisely the class
of all separable rational subsets of G.

Corollary 2.5. If G is a group from one of the classes (i)—(iii), described in Theorem 2.2, then the set
of separable rational subsets of G coincides with RatO(G),

3. PLAN OF THE PAPER

3.1. The metric quasiconvexity theorem. Let G be a relatively hyperbolic group generated by a
finite set X, and let ), R be relatively quasiconvex subgroups of G. The technical heart of this paper is
Theorem 3.5 below, which, given some relatively quasiconvex subgroups Q' < @Q and R’ < R, provides
sufficient metric conditions for the relative quasiconvexity of the join (Q’, R').

Definition 3.1 (miny). Let G be a group with finite generating set X, and let Y C G. Then we denote
the number min{|g|y | g € Y} by minyx (Y"), with the usual convention that minimum over the empty set
is 4-o00.

Let S=QNR and A > 0 be some constant. We will be interested in finding subgroups Q' < @ and
R’ < R satisfying the following properties:

(P1) if Q" and R’ are relatively quasiconvex in G then so is the subgroup (Q’, R');
(P2) minx ((Q',R)\S) > 4;

(P3) minx (Q(Q', )R\ QR) > A.

Remark 3.2.

e Observe that quasiconvexity of @’ and R’ is only required in property (P1).

e Property (P2) says that all “short” elements of (Q’, R’) belong to S.

e Property (P3) is the key ingredient for proving that the double coset QR is separable in G in
Corollary 1.4.

Let us now describe the metric conditions used to establish the above properties. Given a finite
collection P of maximal parabolic subgroups of G, constants B, C > 0 and subgroups Q' < Q, R’ < R,
we will consider the following conditions:

(C1) @’ NnR =5,
(C2) miny(Q(Q',RHQ\ Q) > B and minx (R(Q', R)R\ R) > B;
(C3) miny ((PQ’ U PR)) \PS) > O, for each P € P.
Moreover, if not all of the subgroups in P are abelian then we will need two more conditions (here for
subgroups H, P < G, we use Hp to denote the intersection H N P < P):
(C4) QpN{(Q%,Rp) =Q% and Rp N (Q’p, Rp) = R, for every P € P;
(C5) miny (q( ‘o, Rp)Rp \ qQ’PRp) > C, for each P € P and all ¢ € Qp.

Remark 3.3. If the peripheral subgroups of G are abelian then condition (C4) follows from (C1) and
condition (C5) is trivially true.

Indeed, if P is abelian, then, in the notation of (C4), (@, Rp) = QpR’, hence
Qr CQrN(Qp,Rp) =QprNQpRr =Qp(QrNRp) C QpSp =Qbp,

where the last equality used that Sp = SNP C Q% by (C1). The second equality of (C4) can be proved
in the same fashion.
Similarly, if ¢ € Qp then ¢(Qp, Rp)Rp = qQpRpRp = qQ’pRp, so that

minx (¢(@p, Rp)Rp \ aQpRp ) = minx (0) = +oo,

thus (C5) holds.



Remark 3.4. In this paper we will be primarily interested in the existence of finite index subgroups
Q' <y Q and R’ <y R satisfying the above conditions. This may be easier to interpret through the lens
of the profinite topology on G (see Section 11):

o conditions (C1) and (C4) can be ensured by choosing any finite index subgroup M <; G with
S C M, and setting Q' = QN M, R' = RN M;

o the existence of finite index subgroups @' <; @ and R’ <; R satisfying condition (C2) can be
deduced from separability of @) and R in G;

e the existence of finite index subgroups Q' <; Q and R’ <; R satisfying condition (C3) can be
deduced from separability of the double coset PS in G;

o if Q% <s Qp is already chosen then R, <; Rp, satisfying (C5), can be constructed with the help
of separability of the double coset Q»Rp in P. Indeed, if Qp = U?:1 a;Q'p, then the inequality

in (C5) can be re-written as miny (aj<Q’P,R}3>Q;,Rp \ anQDRp) > C, forevery j =1,...,n.

Thus our approach to establishing (C5) will be to choose R’ <y R after Q' <; @Q has already
been constructed (in other words, R’ will depend on Q).

Theorem 3.5 (Metric quasiconvexity theorem). Let G be relatively hyperbolic group generated by a finite
set X. Suppose that Q, R < G are relatively quasiconvexr subgroups and denote S = QQ N R. There exists
a finite collection P of mazimal parabolic subgroups of G such that for any A > 0 there are constants
B, C > 0 satisfying the following.

Suppose that Q' < Q, R’ < R are subgroups of G satisfying conditions (C1)-(C5). Then these
subgroups enjoy properties (P1)—(P3) above.

Rough sketches of the proofs of Theorems 3.5 and 1.2 are given in the beginning of Part II of the
paper.

3.2. The separability assumptions. As the reader may notice, our main results in the Introduction
assume that the underlying relatively hyperbolic group G is QCERF and the peripheral subgroups of G
are double coset separable. Indeed, the essence of our method is in finding (sufficiently many) finite index
subgroups @' <y @ and R’ <; R satistying conditions (C1)-(C5) by using properties of the profinite
topology. However, a careful analysis of the arguments reveals that instead of the full QCERF assumption
it is possible to require the separability only of certain finitely generated relatively quasiconvex subgroups
related to @ and R. For example, the proof of Theorem 1.2 relies on the separability conditions (S1)—(S3)
from Theorem 11.3, which are established in Section 13 using the separability of relatively quasiconvex
subgroups @, R, K, (K,T) and (K,V), where K <; Pe P, T <; Q, V <; R and P = P, is a finite
collection of maximal parabolic subgroups of G that depends on @ and R (see Notation 10.2). The exact
requirements for double coset separability of the peripheral subgroups are easier to trace: it suffices to
look at condition (S4) of Theorem 11.3.

3.3. Section outline. This paper is structured as follows. There are three parts: Part I contains
background material and useful preliminary results (Sections 4-5), Part II is dedicated to the proof
of the metric quasiconvexity theorem and the double coset separability results that follow from them
(Sections 6-15), and Part IIT is essentially dedicated to the proof and applications of Theorem 1.8
(Sections 16-21).

Section 4 covers generalities and Section 5 covers definitions and results specific to relatively hyperbolic
groups. In Section 6 we introduce the terminology of path representatives, their associated types, and
make some observations about path representatives that have minimal type. Sections 7 and 8 are devoted
to controlling certain instances of backtracking in minimal type path representatives. In Section 9 we
describe the ”shortcutting” of a broken line, and establish its quasigeodesicity under some technical
assumptions. Section 10 contains the proof of Theorem 3.5. In Sections 11 and 13 we show how
finite index subgroups Q" <y @ and R’ <; R satisfying conditions (C1)-(C5) can be obtained using
separability, with the help of a new criterion for separability of double cosets in amalgamated products
from Section 12. Section 14 contains proofs of Theorems 1.2 and 1.3, while Section 15 contains the proof
of Corollary 1.6.

In Section 16 we generalise the content of Section 6 to the setting of products of subgroups, as well
as introducing new metric conditions (C2-m) and (C5-m). Sections 17 and 18 are product analogues
to Section 8; similarly, Section 19 generalises Section 11. Finally, Section 20 contains the proof of
Theorem 1.8, and Section 21 establishes new examples of product separable groups, proving Theorem 2.2.
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Part I. Background

In this part we will present the definitions and basic results that will be necessary for the rest of the
paper.

4. PRELIMINARIES

4.1. Notation. We write N for the set of natural numbers {1,2,3...}, and Ny for NU {0}.

Let G be a group. If H is a finite index (respectively, finite index normal) subgroup of G, then we
write H <y G (respectively, H <y G). For a subgroup 7' < G and elements a,b € G we will write
T =agTa ! <G and b* = aba~! € G.

By a generating set A of G we will mean a set A together with a map A — G such that the image of
A under this map generates G.

If A is a generating set for G, then we denote by I'(G, .A) the (left) Cayley graph of G with respect to
A. The standard edge path length metric on I'(G, .A) will be denoted dA(-,-). After identifying G with
the vertex set of T'(G, .A), this metric induces the word metric associated to A: d4(g,h) = ’g_lh‘A for
all g,h € G, where |g| , denotes the length of the shortest word in A*! representing g in G.

Abusing the notation, we will identify the combinatorial Cayley graph I'(G,.A) with its geometric
realisation. The latter is a geodesic metric space and, given two points x,y in this space, we will use
[x,y] to denote a geodesic path from z to y in I'(G, A). In general I'(G,.A) need not be uniquely geodesic,
so there will usually be a choice for [z, y], which will either be specified or will be clear from the context
(eg, if x and y already belong to some geodesic path under discussion, then [z,y] will be chosen as the
subpath of that path).

If Y C G is a subset of G and K > 0, we denote by

NA(Y,K) ={g € G|da(g,Y) < K}

the K-neighbourhood of Y with respect to d4. Note that when A is a finite generating set, the metric
d 4 is proper. However, in this paper we will also be working with infinite generating sets: see Section 5
below, where generating sets of the form A = X UH are considered.

The following general fact will be used quite often.

Lemma 4.1. Let G be a group generated by a finite set A. If A, B < G are subgroups of G then for
every K > 0 there is a constant K' = K'(A, B, K) > 0 such that for any © € G we have

Na(zA, K)N Na(zB,K) C Na(z(AN B), K").

Proof. After applying the left translation by z~!, which preserves the metric d4, we can assume that
x = 1. Now the statement follows, for example, from [Hrul0, Proposition 9.4]. O

Suppose that v is a combinatorial path (edge path) in I'(G, .A). We will denote the initial and terminal
endpoints of v by v_ and -4 respectively. We will write £(y) for the length (that is, the number of edges)
of v. We will also use 7~! to denote the inverse of , which is the path starting at v, ending at v_
and traversing 7 in the reverse direction. If v4, ..., 7, are combinatorial paths with (v;)+ = (vi1)—, for
each i € {1,...,n — 1}, we will denote their concatenation by 71 ...7vp,.

Since I'(G, A) is a labelled graph, every combinatorial path v comes with a label Lab(v), which is a
word over the alphabet A*!. We denote by 5 € G the element represented by Lab(y) in G. Finally,
we write |y, = |74 = da(y-,7+). Note that Lab(y~!) is the formal inverse of Lab(7), so that and

-1 _ ~—1

[ Ha=vlaand vt =75
4.2. Quasigeodesic paths. In this section we assume that I" is a graph equipped with the standard
path length metric d(-,-).

Definition 4.2 (Quasigeodesic). Let A > 1 and ¢ > 0 be some numbers and let p be an edge path in T.
Recall that p is said to be (A, ¢)-quasigeodesic if for every combinatorial subpath ¢ of p we have

t(q) < Ad(g-.,q4) +c.

Lemma 4.3. Suppose that s = rpt is a concatenation of three combinatorial paths v, p and t in T’ such
that £(r) < D and (t) < D, for some D > 0, and p is (X, c)-quasigeodesic, for some X > 1 and ¢ > 0.
Then the path s is (A, ¢')-quasigeodesic, where ¢ = ¢+ 2(A+ 1)D.
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Proof. Consider an arbitrary combinatorial subpath ¢ of s. We need to show that
(4.1) 0(q) < Md(g-,q+)+c+2(A+1)D.

If ¢ is contained in r or in ¢ then the desired inequality follows from the assumptions that ¢(r) < D
and £(t) < D. Therefore we can further suppose that ¢_ is a vertex of rp and ¢, is a vertex of pt. The
bounds on the lengths of  and ¢ imply that there is a combinatorial subpath a of p such that there are
at most D edges of s between g_ and a_ and between ay and ¢4. Thus d(¢—,a_) < D, d(g+,a4+) <D
and ¢(q) < £(a) + 2D

The assumption that p is (X, ¢)-quasigeodesic implies that

(4.2) 0q) <{(a)+2D < Md(a—,ay) +c+2D.
The triangle inequality gives d(a—_,a1) < d(q—,q+) + 2D, which, combined with (4.2), shows that (4.1)
holds, as required. [l

Lemma 4.4. Let A > 1,¢ > 0 and K € N. Suppose that p is a combinatorial path in T’ and let p’
be a path obtained by replacing some edges of p with combinatorial paths of length at most K. If p is
(\, ¢)-quasigeodesic then p' is (KX, 2K?\ + K¢ + 2K)-quasigeodesic.

Proof. Let g be any combinatorial subpath of p’ and write ¢_ = x and ¢, = y. We need to show that
(4.3) U(q) < KXd(z,y) + 2K\ + Kc + 2K.

If ¢ does not contain any vertices of p then ¢(q) < K and (4.3) holds. Otherwise, let z and w be the
first and the last vertices of ¢ that lie on p respectively, and let r be the subpath of p starting at z and
ending at w. The assumptions imply that d(z,2) < K, d(y,w) < K and

(4.4) (q) < KL(r) 4+ 2K.
Using the quasigeodesicity of p and the triangle inequality, we obtain
0(r) < Md(z,w) + ¢ < Md(z,y) + 2K\ + ¢,
which, combined with (4.4), gives (4.3). O
4.3. Hyperbolic metric spaces. In this subsection (I',d) denotes a geodesic metric space.

Definition 4.5 (Gromov product). Let x,y,z € I be points. The Gromov product of x and y with
respect to z is

(x,y), = %(d(x, z)+d(y, z) — d(x,y)).

It is easy to see that the Gromov products satisfy the following equations:

d(mvy) = <yvz>$ + <~T72>yv d(yvz) = <x,z>y + (:my)z and d('zvx) = <xuy>z + (y,z)m.

The following elementary property of Gromov products is an immediate consequence of the triangle
inequality.

Remark 4.6. Suppose that x,y, z are points in I, u is a point on any geodesic segment [z, z], from z
to z, and v is a point on any geodesic segment [z,y], from z to y. Then

(u,v), < (2,y)..

Definition 4.7 (§-thin triangle). Let A be a geodesic triangle in I' with vertices z,y, and z, and let
d > 0. Denote by Ta the (possibly degenerate) tripod with edges of length (z,y)., (y, 2)., and (z,x),
respectively. There is an map from {z,y, z} to the extremal vertices of Ta, which extends uniquely to a
map ¢: A — Ta, whose restriction to each side of A is an isometry. If the diameter in T' of ¢=1({t}) is
at most 0, for all t € Ta, then A is said to be §-thin.

Definition 4.8 (Hyperbolic space). The space T is said to be a hyperbolic metric space if there is a
constant 0 > 0 such that every geodesic triangle in I' is §-thin.

The above definition of §-hyperbolicity is not the most commonly used in the literature, though it
is well-known to be equivalent to other definitions after possibly increasing d: see, for example, [BH99,
II1.H.1.17]. For technical reasons we will always assume that § is chosen to be sufficiently large so that
all the definitions in this reference are satisfied.

In the remainder of this subsection we assume that I' is a d-hyperbolic graph, for some § > 0, and
d(-,-) is the standard path length metric on T
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Definition 4.9 (Broken line). A broken line in T' is a path p which comes with a fixed decomposition
as a concatenation of combinatorial geodesic paths p1,...,p, in ', so that p = pips...p,. The paths
P1,...,pn will be called the segments of the broken line p, and the vertices p_ = (p1)—, (p1)+ = (p2)—,
coos (Pn—1)+ = (pn)— and (pp+1)+ = p+ will be called the nodes of p.

The following statement is a special case of Lemma 4.2 from [Min05a], applied to the situation when
each p; is geodesic (so, in the notation of that lemma, we can take A=1,¢=0and v = ). Note that
due to a slightly different definition of quasigeodesicity used in [Min0O5al, a (), ¢)-quasigeodesic in the
sense of [Min05a] is (1/A, ¢/A)-quasigeodesic in the sense of Definition 4.2 above, and vice-versa.

Lemma 4.10. Let ¢p,c1 and co be constants such that cg > 146, ¢1 = 12(co+6) +1 and ca = 10(6 +¢1).

Suppose that p = p1 ...p, is a broken line in I, where p; is a geodesic with (p;)— = xi—1, (pi)+ = i,
i=1,...,n. Ifd(x;—1,2;) > 1 fori=1,...,n, and (x;—1,Tit1)x, < co for each i =1,...,n —1, then
the path p is (4, c3)-quasigeodesic.

We will need an extension of the above lemma which allows the first and the last geodesic segments
p1 and p,, to be short.

Lemma 4.11. For any constant cy, satisfying co > 1448, let ¢; = c1(co) = 12(co +6) + 1 and ¢35 =
03(00) = 10(6 + 201).

Suppose that p = p1 ...py 18 a broken line in T, where p; is a geodesic with (p;)— = xi—1, (pi)+ = i,
i=1,...,n. Ifd(zi—1,2;) > c1 fori=2,....,n—1, and {(zi—1,Tit1)s, < ¢o for eachi=1,...,n—1,
then the path p is (4, c3)-quasigeodesic.

Proof. This follows easily by combining Lemma 4.10 with Lemma 4.3. Indeed, there are four possibilities
depending on whether or not d(xg,z1) > ¢; and d(x,—1,z,) > ¢1. Since all of these cases are similar, let
us concentrate on the situation when d(zo,z1) < ¢; and d(x,—1,%n) > ¢1. Then the path ¢ = paps3 ... pn
is (4, c2)-quasigeodesic by Lemma 4.10, where ¢; = 10(d+¢1). Since ¢(p1) = d(xo,x1) < ¢1, we can apply
Lemma 4.3 to deduce that the path p = p;...p, = p1q is (4, cs)-quasigeodesic, where c5 = co + 10¢; =
10(0 4 2¢1) as required. O

4.4. Profinite topology and separable subsets. Let G be a group. The profinite topology on G is
the topology PT(G) whose basis consists of left cosets to finite index subgroups of G.

A subset Z C G is called separable (in G) if it is closed in PT (G). Evidently finite unions and arbitrary
intersections of separable subsets are separable. It is easy to see that a subset Z C G is separable if
and only if for every g € G\ Z, there is a finite group @ and a homomorphism ¢: G — @ such that
©(9) ¢ (Z) in Q. A subgroup H < G is separable if and only if it is the intersection of the finite index
subgroups of G containing it.

The following observation stems from the fact that the group operations of taking an inverse and
multiplying by a fixed element are homeomorphisms with respect to the profinite topology.

Remark 4.12. Let Z be a separable subset of a group G. Then for every g € G the subsets Z71, gZ
and Zg are also separable.

Lemma 4.13. Suppose that A is a subgroup of a group G.

(a) Every subset of A which is closed in PT(G) is also closed in PT (A).
(b) If every finite index subgroup of A is separable in G then every closed subset of PT(A) is closed
in PT(G).

Proof. Claim (a) immediately follows from the observation that the intersection of A with any basic
closed subset from PT(G) is either empty or is a basic closed subset of PT(A).

If each finite index subgroup of A is separable in G then, in view of Remark 4.12, every basic closed
set in PT (A) is closed in the profinite topology of G. Claim (b) of the lemma now follows from the fact
that any closed subset of A is the intersection of basic closed sets. O

Lemma 4.14. Let G be a group with subgroups A, B. Suppose that A’ <; A, B <; B and A'B’ is
separable in G. Then AB is separable in G.

Proof. Let A= [~ a; A" and B = | [;_, B'b;. Then

AB =] |J @A B,
i=1j=1
which is separable in G by Remark 4.12. O
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The next two lemmas use the notation introduced in Subsections 1.2 and 3.1.

Lemma 4.15. Let A, B be subgroups of a group G such that A < B. If B is separable in G then so are
the double cosets AB and BA.

Proof. By [Min05b, Lemma 2.1] ANB has finite index in A4, so A = | |I" | a;,(ANB), for some ay, ..., an €
A. Tt follows that AB = [J;~, a;B, so it is separable by Remark 4.12. The same remark also implies
that BA = (AB)~! is separable in G. O

The main use of the profinite topology in this paper stems from the following elementary facts.

Lemma 4.16. Let G be a group generated by a finite set X, and let P < G be a subgroup. Suppose that
Z is a separable subset of P.

(a) If a finite subset U C P is disjoint from Z then there is a normal finite index subgroup N <y P
such that UNZN = 0. Thus the image of U in the quotient P/N will be disjoint from the image
of Z.

(b) For every constant C' > 0 there is a finite index normal subgroup N <y P such that

miny (ZN\ Z) > C.
c) For any finite subset A C P and any C > 0 there exists N <y P such that
f
minx(aZN \ aZ) > C, for all a € A.

Proof. (a) Let U = {u1,...,un} C P. Since u; ¢ Z and Z is separable in P, there exists N; < P such
that w;N; N Z = 0, for each i = 1,...,m. We set N = (-, N; <y P, so that u;N N Z = ). That is,
u; ¢ ZN for all i = 1,...m. Therefore U N ZN = () and (a) has been proved.

Claim (b) follows by applying claim (a) to the finite subset U = {g € P\ Z | |g|x < C} of P.

To prove (c), suppose that A = {a1,...,ax} C P. By Remark 4.12, a;Z is separable in P, for every
j=1,...,k, so, according to part (b), there exists N; <1y P such that

miny (a;ZN; \ a;Z) > C, for each j =1,... k.
It is easy to see that the normal subgroup N = ﬂ?zl N; <1y P enjoys the required property. (I
The following statement is well-known; we include a proof for completeness.

Lemma 4.17. Let G be a group with subgroups K <y H < G. If K is separable in G, then there is
L <; G such that LNH =K

Proof. Since K is of finite index in H, we can write H = KUKhqU---UKh,, for some hq,...h,, € H\K.
The subgroup K is separable in G, meaning that it is closed in PT(G). Following Remark 4.12, the
union Khy U---UKhy, is also closed in PT(G). Thus the subset (G\ H)UK =G\ (KhiU---UKhy,)
is open in PT(G) and contains the identity. It follows from the definition of the profinite topology that
there is a finite index normal subgroup N <y G with N C (G \ H) U K. Observe that Kh; " N = (), for
everyi=1,...,m,so NNH< K. Nowset L=KN <;G. Then LNH=KNNH=K(NNH)=K,
as required. O

5. RELATIVELY HYPERBOLIC GROUPS

In this section we define relatively hyperbolic groups and collect various properties that will be used
throughout the paper.

5.1. Definition. We will define relatively hyperbolic groups following the approach of Osin (for full
details, see [Osi06b]).

Definition 5.1 (Relative generating set, relative presentation). Let G be a group, X C G a subset
and {H, |v € N'} a collection of subgroups of G. The group G is said to be generated by X relative to
{H, |v € N} ifit is generated by X UH, where H = | |, (H,\{1}) (with the obvious map X UH — G).
If this is the case, then there is a surjection

F= F(X) * (*VENHU) — G,
where F'(X) denotes the free group on X. Suppose that the kernel of this map is the normal closure of
a subset R C F. Then G can equipped with the relative presentation
(5.1) (X,H,,ve N |R).

12



If X is a finite set, then G is said to be finitely generated relative to {H, |v € N'}. If R is also finite,
G is said to be finitely presented relative to {H, |v € N'} and the presentation above is a finite relative
presentation.

With the above notation, we call the Cayley graph I'(G, X U H) the relative Cayley graph of G with
respect to X and {H, |v € N'}. Note that when X is itself a generating set of G, dxyux (g, h) < dx(g,h),
for all g, h € G.

Definition 5.2 (Relative Dehn function). Suppose that G has a finite relative presentation (5.1) with
respect to a collection of subgroups {H,, |v € N'}. If w is a word in the free group F(X U?H), representing
the identity in G, then it is equal in F' to a product of conjugates

n
F -1
w = ITI a;ra;
i=1

where a; € F and r; € R, for each i. The relative area of the word w with respect to the relative
presentation, Area”(w), is the least number n among products of conjugates as above that are equal
to w in F.

A relative isoperimetric function of the above presentation is a function f: N — N such that Area™ (w)
is at most f(Jwl|), for every freely reduced word w in F(X U #H) representing the identity in G. If an
isoperimetric function exists for the presentation, the smallest such function is called the relative Dehn
function of the presentation.

rel(

Definition 5.3 (Relatively hyperbolic group). Let G be a group and let {H, |v € N} be a collection
of subgroups of G. If G admits a finite relative presentation with respect to this collection of subgroups
which has a well-defined linear relative Dehn function, it is called hyperbolic relative to {H,|v € N'}.
When it is clear what the relevant collection of subgroups is, we refer to G simply as a relatively hyperbolic
group. The groups {H, |v € N'} are called the peripheral subgroups of the relatively hyperbolic group G,
and their conjugates in G are called mazimal parabolic subgroups. Any subgroup of a maximal parabolic
subgroup is said to be parabolic.

Lemma 5.4 ([Osi06b, Corollary 2.54]). Suppose that G is a group generated by a finite set X and
hyperbolic relative to a collection of subgroups {H, | v € N'}, and let H = ||, e (Hy \ {1}). Then the
Cayley graph T'(G, X UH) is §-hyperbolic, for some § > 0.

In the remainder of this section (namely, in Subsections 5.2-5.4, we will assume that G is a group
generated by a finite subset X and hyperbolic relative to a finite collection of subgroups {H, |v € N'}.
As usual, we will let # = | |, o\ (H, \ {1}).

5.2. Geodesics and quasigeodesics in relatively hyperbolic groups.

Definition 5.5 (Path components). Let p be a combinatorial path in I'(G,X U H). A non-trivial
combinatorial subpath of p whose label consists entirely of elements of H, \ {1}, for some v € N, is
called an H, -subpath of p.

An H,-subpath is called an H,-component if it is not contained in any strictly longer H,-subpath. We
will call a subpath of p an H-subpath (respectively, an H-component) if it is an H,-subpath (respectively,
an H,-component), for some v € N.

Definition 5.6 (Connected and isolated components). Let p and ¢ be edge paths in I'(G, X UH) and
suppose that s and ¢ are H,-subpaths of p and g respectively, for some v € N. We say that s and
t are connected if s_ and t_ belong to the same left coset of H, in G. The latter means that for all
vertices u of s and v of ¢ either v = v or there is an edge e in I'(G, X UH) with Lab(e) € H, \ {1} and
e_ =u,eq = 0.

If s is an H,-component of a path p and s is not connected to any other H,-component of p then we
say that s is isolated in p.

Definition 5.7 (Phase vertex). A vertex v of a combinatorial path p in T'(G, X UH) is called non-phase
if it is an interior vertex of an H-component of p (that is, if it lies in an H-component which it is not an
endpoint of). Otherwise v is called phase.

Definition 5.8 (Backtracking). If all H-components of a combinatorial path p are isolated, then p is
said to be without backtracking. Otherwise we say that p has backtracking.
13



Remark 5.9. If p is a geodesic edge path in I'(G, X U #H) then every H-component of p will consist of
a single edge, labelled by an element from . Therefore every vertex of p will be phase. Moreover, it is
easy to see that p will be without backtracking.

The following is a basic observation about the lengths of paths in the relative Cayley graph whose
‘H-components are uniformly short.

Lemma 5.10. Let p be a path in T'(G, X UH) and suppose there is a constant © > 1 such that for any
H-component h of p, we have |h|x < O. Then |p|x < ©L(p).

Proof. We can write p as a concatenation p = aghiay ...an—1hpa,, where hq, ..., h, are the H-compo-
nents of p and ao, ..., a, are subpaths of p all whose edges are labelled by elements of X*1.
It follows from the triangle inequality that

n

Iplx = dx(p-,p+) <Y dx((ai)-, (@i)+) + de((hi)ﬂ (hi)+)-

i=0
Since each edge of a; is labelled by an element of X*!, we have that dx((a;)_, (a;)4) < €(a;), for all
i=0,...,n. Moreover, dx((hi)—, (hi)+) = |hi|x < ©L(h;), for each ¢ = 1,...,n, by the hypothesis of
the lemma, as ¢(h;) > 1.

Combining the above three inequalities with the fact that ® > 1, we obtain

plx <" ta) + > 06h) <O tla) + 3 tlhi)) = L)

i=1 =0 i=1

O

Lemma 5.11 ([Osi06b, Lemma 3.1]). There is a constant M > 1 such that if hy,..., h, are isolated
H-components of a cycle q in T'(G,X UH), then

> il < Me(q).

=1

Lemma 5.12. For any A > 1, ¢ > 0 and A > 0 there is a constant n = n(A, ¢, A) > 0 such that the
following is true.

Suppose that p is a (X, c)-quasigeodesic path in T'(G, X UH) possessing an isolated H-component h
such that |h|y >n. Then |p|yx > A.

Proof. Let M > 1 be the constant from Lemma 5.11, and set
(5.2) n=M1+NA+ Mec.

Let ¢ be a path in T'(G, X UH), labelled by a word over X*! with endpoints ¢_ = p_ and ¢, = p,,
such that £(q) = |p| -

Consider the cycle r = pg~! in I'(G, X U#H), formed by concatenating p and the inverse of q. By the
quasigeodesicity of p, £(p) < A|p|x 3 + ¢ < Ap|x + ¢ Now £(r) = £(p) + €(q), therefore

(5.3) () < (L4 Nlply +e.

Since h is isolated in p it must also be an isolated H-component of the cycle r (because all edges of ¢
are labelled by letters from X*!). Hence || < M{(r) by Lemma 5.11, so (5.3) implies that

Pl > 15 (0 =) = 555

Combining the above inequality with (5.2) and the assumption that |h|, > 7, we obtain the desired
bound |p|, > A. O

(5.4) Ih|x — Me).

Proposition 5.13 ([Osi07, Proposition 3.2]). There is a constant L > 0 such that if A is a geodesic
triangle in I'(G, X UH) and some side p is an isolated H-component of A then |p| < L.

Lemma 5.14. There is a constant L > 0 such that if py and pa are geodesic paths in T'(G, X UH) with
(p1)+ = (p2)—, and s and t are connected H,-components of p1, pa respectively, for some v € N, then
dX(S+7t_) S L.
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Proof. Let L > 0 be the constant provided by Proposition 5.13.

Since the component s of p; is connected to the component ¢ of pa, we know that h = (s )~'t_ € H,.
If h =1 then sy = t_ and there is nothing to prove, otherwise s; and ¢{_ are endpoints of an edge e
labelled by h in T'(G, X UH).

Consider the geodesic triangle A with vertices s;, (p1)+ and t_, where the sides [s, (p1)+] and
[(p1)4+,t_] are chosen to be subpaths of p; and ps respectively, and the side [sy,t_] is the edge e.

If v € [s4, (p1)+] is a vertex belonging to the left coset sy H, then dxuw(s—,v) =1 and sy € [s_,v]
in p;. Since dxyup(s—,sy) = 1 and p; is geodesic, we can conclude that v = s;. Similarly, the only
vertex of [(p1)+,¢—] which belongs to the left coset t_H, = s; H, is t_. It follows that the edge e is an
isolated H,-component of A. Hence dx(s4,t—) < L by Proposition 5.13. O

Proposition 5.15 ([Osi06b, Theorem 3.26]). Let A be a combinatorial geodesic triangle in T'(G, X UH)
with sides p, ¢ and r. There is a constant 0 = o(G,H, X ) € Ny such that for any vertex u € p, there is
a vertex v € gUr with dx (u,v) <o.

Definition 5.16 (k-similar paths). Let p and ¢ be paths in I'(G, X UH), and let kK > 0. The paths p
and ¢ are said to be k-similar if dx(p—,q-) < k and dx(p+,q+) < k.

Proposition 5.17 ([Osi06b, Proposition 3.15, Lemma 3.21 and Theorem 3.23]). For any A > 1, ¢,k >0
there is a constant k = k(\, ¢, k) > 0 such that if p and q are k-similar (X, ¢)-quasigeodesics in T'(G, X UH)
and p is without backtracking, then

(1) for every phase vertex u of p, there is a phase vertex v of q with dx(u,v) < k;
(2) every H-component s of p, with |s|y > k, is connected to an H-component of q.

Moreover, if q is also without backtracking then

(8) if s and t are connected H-components of p and q respectively, then
maX{dX(S—’ t—)a dX(S+7 t-‘r)} < k.

5.3. Quasigeodesicity of paths with long components. One of the tools for proving Theorem 3.5
will be the next result of Martinez-Pedroza from [Mar09].

Proposition 5.18 ([Mar09, Proposition 3.1]). There are constants (o > 0 and A\g > 1 such that the
following holds. If g = ros1 ... TnSnt1 S a concatenation of geodesic paths v, $1,...,Tn, Sp+1 in T'(G, XU
H) such that

(1) s; is an H-component of q, for each it =1,...,n+ 1,

(2) |silx > Co, for everyi=1,...,n+1,

(8) s; is not connected to s;11, for everyi=1,... n,
then q is (Mo, 0)-quasigeodesic in T'(G, X UH) without backtracking.

We will actually need a slightly more general version of Proposition 5.18, as follows.

Proposition 5.19. There exist constants A > 1 and ¢ > 0 such that for every p > 0 there is (1 > 0
such that the following holds. Suppose that p = agbiay ...bya, is a concatenation of geodesic paths
ag,b1,...,bp,an in (G, X UH) such that

(1) b; is an H-subpath of p, for eachi=1,...,n,

(2) |bilx > 1, foreachi=1,...,n;

(8) b; is not connected to biy1, for everyi=1,...,n—1;

(4) if b; is connected to a component h of a; or a;—1 then |h|x <p,i=1,...,n.

Then p is a (A, ¢)-quasigeodesic without backtracking.

Proof. The argument below employs the following trick: for each ¢ = 1,...,n, we replace the H-
component of p containing b; by a single edge s;, and then embed the resulting path p’ into a larger
path ¢ to which Proposition 5.18 can be applied. Since a subpath of a (), ¢)-quasigeodesic path without
backtracking is again (), ¢)-quasigeodesic and without backtracking, this will complete the proof. In
order to construct the path ¢ we add an extra infinite peripheral subgroup Z by embedding G into a
larger relatively hyperbolic group Gj.

Let us consider the free product G; = G * Z, where Z = (z) is an infinite cyclic group. Since G
is hyperbolic relative to the family {H, | v € N}, the group G; is hyperbolic relative to the union
{H, | v € N} U{Z} (this can be fairly easily deduced from the definition or from many existing
combination theorems for relatively hyperbolic groups, eg, [Osi06a, Corollary 1.5]).
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Note that G embeds in G and G is generated by the finite set X’ = X U{z}. Let H' = HU Z\ {1},
so that the Cayley graph I'(G, X U H) is naturally a subgraph of the Cayley graph I'(Gy, X' U H').
Therefore we can think of p as a path in T'(G1, X' UH’).

The normal form theorem for free products ([LS77, Theorem IV.1.2]) implies that the embedding of
G into G is isometric with respect to both proper and relative metrics, more precisely

(5.5) dx(g,h) =dx:(g,h) and dxup(g,h) =dxun(g,h), forall g,h € G.

An alternative way to see this is to use the retraction r : Gy — G, such that r(z) = x for all x € X and
r(z) = 1. Then r(X’) = X U{1}, r(H,) = H,, for all v € N, and r(Z) = {1}.

Let o > 0 and A\g > 1 be the constants provided by Proposition 5.18 applied to the group G, its
finite generating set X’ and its Cayley graph I'(G1, X' UH’). Set (1 =(p+2p+1 > 0.

For each ¢ = 1,...,n, let ¢; denote the H,,-component of p containing the edge b;, v; € N. Note that
t1,...,t, are pairwise distinct by condition (3), in particular no two of them share a common edge. In
view of Remark 5.9, for every ¢ = 1,...,n we can represent t; as a concatenation t; = h;_1b; f;, where

e h;_; is either the last edge and an H,,-component of a;_1 if a;_; ends with an H,,-component,
or h;_1 is the trivial path, consisting of the vertex (a;—1)4, if a;—1 does not end with an H, -
component;

e f; is the first edge and an H,,-component of a; if a,; starts with an H,,-component, or f; is the
trivial path, consisting of the vertex (a;)—, if a; does not start with an H,,-component.

Note that for each ¢ = 1,...,n we have |h;_1|x < p and |f;|x < p, by condition (4). By (2) and the
triangle inequality we get

(5.6) [tilx > |bilx —2p>Co+1, fori=1,...,n.
Therefore p decomposes as a concatenation
p="rot1T1...tyTn,

where 7r; is a subpath of a;, i = 0,...,n, so that ag = rohg, a1 = fir1h1, ..., an = furn.
By (5.6) the endpoints of the H,,-component ¢; of p must be distinct, hence there is an edge s; joining
them in I'(G, X UH), such that Lab(s;) € H,, \ {1}, i =1,...,n. Now, (5.6) and (5.5) imply that

‘Sz"X’ = |ti|X’ = |ti|X ZC(), for i = 1,...,n.

Choose k € N so that |2¥|x/ > ¢y and let 5,1 be the edge in I'(Gy, X’ UH'), starting at p, = (,,) +
and labelled by z*. Observe that [s,.1|x = |2*|x’ > Co.

Consider the path ¢ in T'(Gy, X’ UH’), defined as the concatenation g = rgsy ...78p41- By (5.5)
the paths rg,...,r, are still geodesic in I'(G1, X’ UH'), and s1,...,8,4+1 are H'-components of ¢, by
construction. Finally, s; is not connected to s;4+1, for ¢ = 1,...,n — 1, because elements of G that
belong to different H,-cosets continue to do so in G;, and s, is not connected to s,4+1 because H,,
and Z are distinct peripheral subgroups of G;. Therefore all of the assumptions of Proposition 5.18 are
satisfied, which allows us to conclude that the path ¢ is (Ao, 0)-quasigeodesic without backtracking in
(G, X' UH).

Consequently, the path p’ = rgs171 . .. 8,7y is (Ao, 0)-quasigeodesic without backtracking in I'(G1, XU
H'), as a subpath of ¢. Since p’ only contains vertices and edges from I'(G, X UH), we see that p’ is also
(Mo, 0)-quasigeodesic without backtracking in I'(G, X U H).

Now, the original path p can be obtained by replacing the edges s1,...,s, of p’ by paths t1,...,t,,
each of which has length at most 3. Hence, by Lemma 4.4, p is (3o, 18 \g + 6)-quasigeodesic. Since
p’ is without backtracking and every H-component of p is connected to an H-component of p’ (and
vice-versa), by construction, the path p must also be without backtracking.

Thus we have shown that the path p is (), ¢)-quasigeodesic without backtracking in I'(G, X U H),
where A = 3)\g and ¢ = 18)\g + 6. O

5.4. Quasiconvex subsets in relatively hyperbolic groups. In this paper we shall use the definition
of a relatively quasiconvex subgroup given by Osin in [Osi06b]. For convenience we state it in the case
of arbitrary subsets rather than just subgroups.

Definition 5.20 (Relatively quasiconvex subset). A subset Q C G is said to be relatively quasiconvex
(with respect to {H,, | v € N'}) if there exists € > 0 such that for every geodesic path ¢ in T'(G, X UH),
with ¢_, ¢ € Q, and every vertex v of ¢ we have dx(v,Q) < e.
Any number € > 0 as above will be called a quasiconvexity constant of Q.
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Osin proved that relative quasiconvexity of a subset is independent of the choice of a finite generating
set X of G: see [Osi06b, Proposition 4.10] — the proof there is stated for relatively quasiconvex subgroups
but actually works more generally for relatively quasiconvex subsets.

We outline some basic properties of quasiconvex subsets and subgroups of GG in the next two lemmas.

Lemma 5.21. Let Q be a relatively quasiconvex subset of G. Then

(a) the subset gQ is relatively quasiconvez, for every g € G;
(b) if T C G lies at a finite dx-Hausdorff distance from Q then T is relatively quasiconvex.

Proof. Claim (a) follows immediately from the fact that left multiplication by g induces an isometry of
G with respect to both the proper metric dx and the relative metric dxz.

To prove claim (b), suppose that ¢ > 0 is a quasiconvexity constant of @ and the dx-Hausdorff distance
between @ and T is less than k& € N. Consider any geodesic path ¢ in I'(G, X UH) with t_,t, € T,
and take any vertex v of t. Then there are x,y € @ such that dx(z,t_) < k and dx(y,t+) < k. Let
g be any geodesic connecting x with y. Then ¢ is k-similar to ¢, hence there is a vertex u of ¢ such
that dx (v,u) < k, where K = £(1,0,k) > 0 is the global constant given by Proposition 5.17 applied to
k-similar geodesics. By the relative quasiconvexity of @, there exists w € @Q such that dx(u,w) < e.
Moreover, dx (w,T) < k by assumption. Therefore dx (v,T) < k+e+k, thus T is relatively quasiconvex
in G. [l

Lemma 5.22. Suppose that QQ < G is a relatively quasiconvex subgroup. Then for allg € G and Q' <y Q
the subgroups gQg~* and Q' are relatively quasiconvez in G.

Proof. By claim (a) of Lemma 5.21, the coset g@Q is relatively quasiconvex and the d x-Hausdorff distance
between this coset and gQg~! is at most |g|x, hence gQg~! is relatively quasiconvex in G by claim (b)

of the same lemma.
Suppose that @ = U:il Q'h;, where h; € Q,7=1,...,m. Then the dx-Hausdorff distance between
and @' is bounded above by max{|h;|x | 1 <i < m}, so Q' is relatively quasiconvex by Lemma 5.21(b).
O

Corollary 5.23. Any parabolic subgroup of G is relatively quasiconvez.

Proof. Let H = gQg~"' be a parabolic subgroup, where ¢ € G and Q < H,, for some v € N. The
subgroup @ is relatively quasiconvex in G (with quasiconvexity constant 0), because any geodesic con-
necting two elements of ) consists of a single edge in I'(G, X UH). Therefore H is relatively quasiconvex
by Lemma 5.22. O

Lemma 5.24. Let P be a mazimal parabolic subgroup of G and let Q be a finitely generated relatively
quasiconvez subgroup of G. Then the subgroups P and Q N P are finitely generated.

Proof. The fact that each H), is finitely generated, provided G is finitely generated, was proved by Osin
in [Osi06b, Theorem 1.1].

Now, Hruska [HrulO, Theorem 9.1] proved that every quasiconvex subgroup @ of G is itself relatively
hyperbolic and maximal parabolic subgroups of () are precisely the infinite intersections of @ with
maximal parabolic subgroups of G. In other words, if P < G is maximal parabolic, then Q N P is
either finite or a maximal parabolic subgroup of ). Combined with Osin’s result [Osi06b, Theorem 1.1]
mentioned above we can conclude that if @) is finitely generated then so is Q) N P, as required. (]

The following property of quasiconvex subgroups will be useful.

Lemma 5.25. Let Q, R < G be relatively quasiconvex subgroups of G. For every ¢ > 0 there exists a
constant p = u(¢) > 0 such that the following holds.

Suppose x € G, a € Q, b € R are some elements, [x,za] and [x,xb] are geodesic paths in T'(G, X UH),
and u € [x,xza], v € [x,xb] are vertices such that dx (u,v) < (. Then there is an element z € z(Q N R)
such that dx (u,z) < p and dx(v,2) < p.

Proof. Denote by ¢ > 0 a quasiconvexity constant of the subgroups @ and R. After applying the left
translation by 2!, which is an isometry with respect to both metrics dx and dx_y, we can assume that
x=1. Let K' = K'(Q, R,e + () be the constant given by Lemma 4.1.

Sincex =1 € QNR, za =a € @ and b = b € R, by the relative quasiconvexity of @ and R
we know that u € Nx(Q,e) and v € Nx(R,e). By the assumptions dx(u,v) < ¢, it follows that
u € Nx(Q,e +{)NNx(R,e+ (), hence u € Nx(QNR,K’') by Lemma 4.1.
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Thus there exists z € @ N R such that dx(u,z) < K’, and, hence, dx(v,z) < K’ + ¢ by the triangle
inequality. Therefore the statement of the lemma holds for p = K’ + (. O

The next combination theorem was proved by Martinez-Pedroza.

Theorem 5.26 ([Mar09, Theorem 1.1]). Let G be a relatively hyperbolic group generated by a finite set
X. Suppose that Q is a relatively quasiconvex subgroup of G, P is a maximal parabolic subgroup of G
and D = Q N P. There is a constant C > 0 such that the following holds. If H < P is any subgroup
satisfying

(1) HNQ = D, and

(2) minx(H \ D) > C,
then the subgroup A = (H, Q) is relatively quasiconvez in G and is naturally isomorphic to the amalga-
mated free product H xp Q.

Moreover, for every mazximal parabolic subgroup T of G, there exists u € A such that

etther ANT C uQu_l or ANT CuHu "

Part II. Quasiconvexity of virtual joins

This part of the paper is mostly devoted to the proofs of Theorems 3.5 and 1.2. Let us start by giving
brief outlines of the arguments.

Suppose G is a group generated by finite set X and hyperbolic relative to a collection of subgroups
{H,|v € N}. Denote H = | |, cpr H,\ {1} and take any A > 0. Consider two finitely generated relatively
quasiconvex subgroups @, R < G. Set S = Q N R and suppose that Q' < Q and R’ < R are subgroups
satisfying conditions (C1)-(C5) from Subsection 3.1, with some finite collection of maximal parabolic
subgroups P of G (which is independent of A) and parameters B and C' that are sufficiently large with
respect to A.

Every element g € (@', R') can be written as a product of elements of @' and R’, which gives rise to a
broken geodesic line in T'(G, X UH) (not necessarily uniquely), whose label represents g in G. We choose
a path p from the collection of such broken lines, representing g, that is minimal in a certain sense. The
path p may fail to be uniformly quasigeodesic, as it may travel through H,-cosets for an arbitrarily long
time. We do, however, have some metric control over such instances of backtracking, using the fact that
Q' and R’ satisfy conditions (C1)-(C5) and the minimality of p.

We construct a new path from p, which we call the shortcutting of p, that turns out to be uniformly
quasigeodesic. Informally speaking, the shortcutting of p is obtained by replacing each maximal instance
of backtracking in consecutive geodesic segments of p with a single edge, then connecting these edges in
sequence by geodesics. The resulting path can be seen to satisfy the hypotheses of Proposition 5.19. It
follows that the shortcutting of p is uniformly quasigeodesic, and hence (@', R') is relatively quasiconvex.
Properties (P2) and (P3) also follow from this quasigeodesicity, giving us Theorem 3.5.

Now suppose that G is QCERF and its peripheral subgroups are double coset separable. In Theo-
rem 11.3 we use the separability assumptions on G and {H, |v € N'} to deduce the existence of a finite
index subgroup M <y G such that Q' = QN M <y Q,R' = RN M <y R satisfy conditions (C1)-(C5)
with constants B and C' large enough to apply Theorem 3.5 (as suggested in Remark 3.4). Conditions
(C1) and (C4) are essentially automatic. Conditions (C2), (C3) and (C5) can be assured to hold for the
subgroups Q' and R’ using Lemma 4.16 by the QCERF condition on G, separability of double cosets
PS (where P is one of finitely many maximal parabolic subgroups) and double coset separability of the
peripheral subgroups, respectively.

The remaining technical difficulty is in showing that the double cosets of the form PS as above are
separable in G. To this end, we prove a general result about lifting separability of certain double cosets
in amalgamated free products. This is then combined with a result of Martinez-Pedroza (Theorem 5.26),
allowing us to deduce Theorem 1.2 from Theorem 3.5.

6. PATH REPRESENTATIVES

Let us set the notation that will be used in the next few sections.

Convention 6.1. We fix a group G, generated by a finite set X, which is hyperbolic relative to a finite
family of subgroups {H, |v € N}. We let H = ||, o\ (H, \ {1}). It follows that the Cayley graph
(G, X UH) is d-hyperbolic, for some § € N (see Lemma 5.4).

18



Furthermore, we assume that QQ, R < G are fixed relatively quasiconvex subgroups of G, with a
quasiconvexity constant € > 0, and denote S = Q N R.

In this section " and R’ will denote some subgroups of @ and R respectively. We will introduce path
representatives of elements in (@', R’) and will order such representatives by their types. This will be
crucial in our proof of Theorem 3.5.

Definition 6.2 (Path representative, I). Consider an arbitrary element g € (Q’, R'). Let p=p1...pn
be a broken line in T'(G, X UH) with geodesic segments p1, ..., pn, such that p = g and p; € Q' U R’ for
each i € {1,...,n}. We will call p a path representative of g.

To choose an optimal path representative we define their types.

Definition 6.3 (Type of a path representative, I). Suppose that p = p;...p, is a broken line in
I'(G,XUH). For each i = 1,...,n, let T; denote the set of all H-components of p;, and let T = | J"_, T;.
We define the type 7(p) of p to be the triple

w(p) = (n.lp), Y ltlx ) € NG,

teT
where ¢(p) = Y7, ¢(p;) is the length of p.

Definition 6.4 (Minimal type). Given g € (Q', R'), the set S of all path representatives of g is non-
empty. Therefore the subset 7(S) = {7(p) | p € S} C Ny*, where Ny* is equipped with the lexicographic
order, will have a unique minimal element.

We will say that p = py...p, is a path representative of g of minimal type if 7(p) is the minimal
element of 7(S).

Remark 6.5. Note that if p; and py are paths with (p1)4+ = (p2)- whose labels both represent elements
of Q' (or, respectively, both R’), then the label of any geodesic [(p1)—, (p2)+] also represents an element
of Q' (respectively, R’). Hence in a path representative of g € (Q’, R') of minimal type, the labels
of the consecutive segments necessarily alternate between representing elements of @'\ (Q' N R’) and
R'\ (@' N R'), whenever g is not itself an element of @' N R'.

The minimality of the type of a path representative is thus a numerical condition on the total lengths
of the paths p; and the total lengths of their components. In the next few sections we will study local
properties induced by this global condition. The first such property is stated in the next lemma.

Notation 6.6. Let z,y,z € G. We will write (z,y)7 = $(dxun(z,z) + dxun(y, 2) — dxun(z,y)) to

denote the Gromov product of z and y with respect to z in the relative metric dxyy.

Lemma 6.7 (Gromov products are bounded). There is a constant Cy > 0 such that the following holds.

Let Q' < Q and R’ < R be subgroups satisfying condition (C1). If p=1pi ...pp is a minimal type path
representative of an element g € (Q',R') and fo,...,fn € G are the nodes of p (that is, fi—1 = (p:;)—,
fori=1,...,n, and f, = (pn)+) then (fi_l,fi+1>}fl <Cy foreachi=1,...,n—1.

Proof. Let o € Ny be the constant from Proposition 5.15 and let g = p(o) > 0 be given by Lemma 5.25.
Set Cy = p+0+20 +2, and assume that p = p; ...p, is a path representative of g € (Q', R’) of minimal
type.

Take any ¢ € {1,...,n—1}. Choose vertices u € p; and v € p;41 so that dxun(fi,u) = dxuw(fi,v) =
| {(fiz1, fi+1);flj. As T'(G, X UH) is §-hyperbolic, we must have dxyuy (u,v) < 4.

If (fi1, fi+1>?fl < Cp then we are done, so suppose otherwise. Then dxyuy(u, fi) >d+0c+1€N; so
there is a vertex u; on the subpath [u, f;] of p; such that

dxun(ur,u) =d+o0+1.

Applying Proposition 5.15 to the geodesic triangle A with sides [u, fi], [fi, v] and [u, v] (here we choose
[fi,v] to be a subpath of p;11), we can find some vertex vy € [u,v] U [f;,v] with dx(vi,u;) < o . If
vy € [u,v], then, by the triangle inequality,

dxun(ur,u) < dxuw(ur, v1) + dxon(u,v) <o +6,
which would contradict the choice of u;. Therefore it must be that v1 € [f;,v] (see Figure 1).

Since the path representative p has minimal type, in view of Remark 6.5 we must have either p; € Q'
and p;11 € R or p; € R’ and p;;1 € Q. Without loss of generality let us assume the former. We can
apply Lemma 5.25 to find z € f;(QNR) with dx (u1,2) < pand dx(v1,2) < pu. Let p} be a geodesic path
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fi+1

FI1GURE 1. We obtain a different path representative for g by replacing p; and p;;1 with
geodesics from f;_1 to z to fit1.

in I'(G, X UH) joining f;_1 = (p;)— with z and let pj; be a geodesic path joining z with fi11 = (pit1)+-
Observe that f;_; € fiQ" and QN R C Q' by (C1), whence

pi=fl2 e QT f(QNR) = Q.

Similarly, pz:l € R'. It follows that the path p’ = p1...p;_ 1P}, 1pit2 ... Pn is also a path representative
of the same element g € (Q', R').

Since p has minimal type, by the assumption, it must be that £(p;) + €(pi+1) < €(p;) + €(p}, ), which
can be re-written as

(6.1) dxun(fi-1, i) + dxon(fis fiv1) < dxon(fi-1,2) + dxon(z, fivr)-
Since uy € p;, we have dxun (fi—1, fi) = dxun(fi—1,u1) + dxun(u1, fi). On the other hand,
dxun(fi-1,2) <dxuon(fi-1,u1) + dxon(ur, 2) < dxon(fi-1,u1) + 4,
by the triangle inequality. Similarly,
dxun(fis fiv1) = dxon(fisv1) + dxon(v1, fivr) and dxon (2, fiv1) < dxon(vi, fivr) + pe

Combining the above inequalities with (6.1), we obtain

(6.2) dxuw(ut, fi) + dxon(fi;v1) < 2p.
Now, by construction, we have
(6.3) dxun(ur, fi) = dxon(u, fi) — dxow(ui,u) = [(fic1, fis)) ] = (6 + 0 +1).
On the other hand, since dxyy(v1,u1) < o, we achieve
(6.4) dxun(fisv1) > dxon(u, fi) — dxon(vi,un) > [(fic1, fis) ] — (6 + 20 +1).

After combining (6.3), (6.4) and (6.2), we obtain
2[(fim1, fir1) ] = (26 + 30 +2) < 2.

Therefore, we can conclude that (f;_1, fi+1>’}fl <pu+d6+ 20+ 2= Cy, as required. O

7. ADJACENT BACKTRACKING IN PATH REPRESENTATIVES OF MINIMAL TYPE

In this section we continue working under Convention 6.1. Our goal here is to study the possible
backtracking within two adjacent segments in a minimal type path representative.

Lemma 7.1. For all non-negative numbers ¢ and & there exists T = 7((, &) > 0 such that the following
holds.

Suppose that Q' < Q and R’ < R are subgroups satisfying (C1), g € (Q',R’) andp = p1 ...pn is a path
representative of g of minimal type. If for some i € {1,...,n — 1} s and t are connected H-components
of pi and p;+1 respectively, such that dx(s—,t4) < ¢ and dx(s+, (pi)+) <&, then |s|x <7 and |t|x < 7.
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Proof. Let p = p(¢) > 0 be the constant from Lemma 5.25. Since |X| < oo and |N| < oo we can define
the constant k£ > 0 as follows:

(7.1) E=max{K'(QNR,cH,c ', é+p)|veEN, ccq, |dx <&,

where for each ¢ € G and v € N the constant K'(Q N R,cH,c™!,& + u) is given by Lemma 4.1. Let
L > 0 be the constant from Lemma 5.14 and set 7 =2k + 2 +(+ L > 0.

Let p = p; ... p, be a path representative of some g € (@', R’) of minimal type. Suppose that s and ¢
are connected H,-components of p; and p; 1 respectively, for some i € {1,...,n — 1} and v € N, such
that dx(s—,t4+) < ¢ and dx (s, (pi)+) < &.

Note that, by Lemma 5.14,

(7.2) dx(sy,t-) < L.
Denote © = (p;)y = (pir1)- € G,a=2"'sy € Gand b=x"1t_ € G: see Figure 2.

(pi)y =z

LIS

(pi) € 2Q’ Zea(QNR) (pro1)s € 2R

FIGURE 2. Illustration of Lemma 7.1.

Note that
(7.3) aH, = bH,, hence aH,a ' = bH,b™*,
because the H,-components s and ¢ are connected. Using the lemma hypotheses and (7.2) we also have
(7.4) la|x =dx(z,54) <& and |b|x < dx(z,s4)+dx(s4,t-) <&+ L.

In view of Remark 6.5, without loss of generality we can assume that Lab(p;) represents an element of
Q' and Lab(p;;1) represents an element of R’ in G (the other case can be treated similarly). Applying
Lemma 5.25, we can find z € 2(Q N R) such that dx(s—, z) < p.

Consider the element v = s_a~! = zas~'a~! € zaH,a~!, and observe that dx(s_,u) = |a~}|x < €.

On the other hand, dx(s_,z(Q N R)) < dx(s—,z) < u, whence
s_ € NX(x(QOR),EJru) ﬂNX<:caHua71,§+u>.
Therefore, according to Lemma 4.1, there exists w € z(Q N RN aH,a~!) such that
(7.5) dx(s_,w) <k,

where k > 0 is the constant defined in (7.1).

Let o be the subpath of p; from s; = za to (p;)+ = x. Choose the geodesic path [wa,w] as the
translate wz~'a. Observe that s_ € zaH, and wa € zaH,a 'a = vaH, lie in the same H,-coset. Thus
dxup(s—,wa) < 1;if s_ = wa we let e be the trivial path in I'(G, X U#H) consisting of the single vertex
s_, and otherwise we let e be the edge of I'(G, X UH) labelled by an element of H, \ {1} that joins s_
to wa. Define the path ¢ in T'(G, X UH) as the concatenation

(76) q= [(pi),, S*] e [wav U}},

where [(p;)—,s—] is chosen as the initial segment of p;.
21



Since f(e) < 1 =dxuu(s—,s+), we can bound the length of the path ¢ from above as follows:

U(q) = dxun((pi)-,s-) + l(e) + dxun(wa, w)
< dxun((pi)-,s-) +dxun(s—, s1) + dxuu(za, z) = €(p;).

Now we construct a similar path from w to (p;41)+. Let 5 be the subpath of p; 1 from (p;1)- = « to
t_ = xb. Choose the geodesic path [w,wb] as the translate wx~!3. Recall that ¢, € xbH, and note that
the inclusion w € zaH,a~ !, together with (7.3), imply that wb € xbH,, also. If t, = wb then let f be the
trivial path in I'(G, X UH) consisting of the single vertex ¢, otherwise let f be the edge in I'(G, X UH)

joining the vertices wb and t4 with Lab(f) € H, \ {1}. We now define the path r in I'(G, X UH) as the
concatenation

(7.8) r = [w,wb] f[ty, (Pi+1)+];

where [ty, (pi+1)+] is chosen as the ending segment of p;11. Similarly to the case of ¢ we can estimate
that

(7.9) U(r) < U(pit1).

Note that since ¢ = (p;)- = zpi € 2@, g+ =w € z(QNR)and QN R C @', we have § € Q’.
Similarly, 7 € R'.
Let p; be a geodesic path from ¢_ = (p;)— to ¢ = w, and let pj,; be a geodesic path from w = r_

(7.7)

to (pit1)4 = 7. Since p; = g€ Q" and pj , =7 € R/, the broken line p’ = p1 ... p;i_1piPj 1Pit2 ... Pn is
a path representative of the same element g € G.

If at least one of the paths ¢, r is not geodesic in I'(G, X U H), then, in view of (7.7) and (7.9) we

have
£(py) + Upiga) < £q) +£(r) < Upi) + L(pi+1),
hence ¢(p) = Y7, £(p;) > £(p’), contradicting the minimality of the type of p.

Hence both ¢ and r must be geodesic in I'(G, X U H) , so we can further assume that p, = ¢ and
piy1 = 7. Moreover, the inequality £(p) < £(p’) must hold by the minimality of the type of p. Therefore
0(p;) + L(piy1) < €(q) + £(r), which, in view of (7.7) and (7.9), implies that £(q) = £(p;), £(r) = £(pit+1)
and ¢(p) = £(p’). In particular, e and f are actual edges of I'(G, X UH) (and not trivial paths).

The definition (7.6) of ¢ implies that Lab(q) can differ from Lab(p;) in at most one letter, which is
the label of the H,-component e in Lab(g) and the label of the H,-component s in Lab(p;). Indeed,

Lab(p;) = Lab([(pi)—, s—]) Lab(s) Lab(a) and Lab(g) = Lab([(p;)-, s—]) Lab(e) Lab(«),

where we used the fact that [wa,w] is the left translate of «, by definition, and hence it has the same
label as a.

Similarly, (7.8) implies Lab(r) can differ from Lab(p;) in at most one letter which is the label of f in
r and the label of ¢ in p;y1. The minimality of the type of p therefore implies that

(7.10) Islx + [tlx < lelx +[f]x-
Now, using the triangle inequality, (7.5) and (7.4) we obtain

(7.11) le|x = dx(s—,wa) < dx(s—,w)+dx(w,wa) < k+lalx <k+¢&.
To estimate | f|x we also use the inequality dx(s_,t4) < (:

|flx = dx(t4,wd) < dx(t4,w) + |b|x
<dx(ty,s )+dx(s_,w)+E+L<(+k+E+L.
Combining (7.10)—(7.12) together, we achieve

(7.12)

max{[s|x, [t|x} <lelx +|flx <2k +2+(+ L =T
This inequality completes the proof of the lemma. [l

The following auxiliary definition will only be used in the remainder of this section.

Definition 7.2. Let Cy > 0 be the constant provided by Lemma 6.7, let L > 0 be the constant given
by Lemma 5.14 and let x = (1,0, L) > 0 be the constant from Proposition 5.17.
Define the sequences ((;);en, (§;)jen and (7;),jen of non-negative real numbers as follows.
Set (1 =k, & = Co + 1 and 71 = max{k, 7((1,&1)}, where 7((1,&1) is given by Lemma 7.1.
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Now suppose that j > 1 and the first j — 1 members of the three sequences have already been defined.

Then we set
j—1
Cj = K, gj = CO + 1 + ZTk and Tj = max{/@T(Cj,fj)},
k=1
where 7((;,&;) is given by Lemma 7.1.

Lemma 7.3. There exists a constant C7 > 0 such that the following is true.

Let Q' < Q and R’ < R be subgroups satisfying (C1) and let p = p1...p, be a minimal type path
representative for an element g € (Q',R’). Suppose that, for some i € {1,...,n — 1}, q¢ and r are
connected H-components of p; and p;+1 respectively. Then dx (q+, (pi)+) < C1 and dx((pi)+,r—) < Ch.

Proof. Denote x = (p;)+ = (pi+1)— € G. First, let us show that
(713) dXU'H (q+,x) S CO + ].,

where Cy > 0 is the global constant provided by Lemma 6.7. Indeed, the latter lemma states that
{(pi)—, (pix1)+)re < Cy. Since ¢y and r_ are points on the geodesics p; and p; 41, Remark 4.6 implies
that

(@, =)0 < {(pi) =, (Pig1) )5 < Co.

Consequently,
1
Co = (g =) = 5 (dxun(w,4) + dxumla. ) = dxonlas,r-) )
1
23 (deuﬂ(%%) - QquH(qu?”—)) > dxon(r,q+) — 1,

where the last inequality used the fact that dxyux (g4, 7—) < 1, which is true because g and r are connected
H-components. This establishes the inequality (7.13).

Let o denote the subpath of p; starting at ¢ and ending at =, and let 5 denote the subpath of p; 1
starting at  and ending at r_. Let s1,...,s;, I € Ny, be the set of all H-components of « listed in the
reverse order of their occurrence. That is, s1 is the last H-component of a (closest to oy = z) and s; is
the first H-component of « (closest to a— = ¢;). Note that, by (7.13),

(714) l < E(OC) = dXU’H(:Ev Q+) < Co + 1.
Let L > 0 be the constant given by Lemma 5.14, then
(715) dX(a—aﬁ-ﬁ-) :dX(Q+7r—) <L

It follows that the geodesic paths v and 37! are L-similar in I'(G, X UH). Let x = (1,0, L) > 0 be the
constant provided by Proposition 5.17.
We will now prove the following.

Claim 7.4. For each j =1,...,] we have
(7.16) |sjlx <75,
where 7; > 0 is given by Definition 7.2.

We will establish the claim by induction on j. For the base of induction, j = 1, note that if |s1|x < &
then the inequality [si|x < 71 will be true by definition of 7;. Thus we can suppose that |s1|x > k.
In this case, by Proposition 5.17, s; must be connected to some H-component of f~1. Claim (3) of
the same proposition implies that there is an H-component t; of 3, such that s; is connected to ¢; and
dx((s1)—, (t1)+) < k. Note that, by construction, s; and ¢; are also connected H-components of p; and
Di+1 respectively.

Observe that the subpath of a from (s;)y to x is labelled by letters from X*! because it has no
‘H-components. Therefore dx ((s1)+,2) < ¢(a) < Cp+ 1. Consequently, we can apply Lemma 7.1 to
deduce that |s1]x < 7(¢1,&1), where (1 = k and & = Cp + 1.

Thus we have shown that |s1|x < 71, where 77 = max{k,7((1,&1)}, and the base of induction has
been established.

Now, suppose that j > 1 and inequality (7.16) has been proved for all strictly smaller values of j.
If |sj|x < k then are done, because 7; > k by definition. So we can assume that [s;|x > k. As
before, we can use Proposition 5.17, to find an H-component ¢; of 5 such that s; is connected to ¢; and
dx((sj)-, (tj)+) < k-
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By construction, s1,...,s;_; is the list of all H-components of the subpath [(s;), ] of c, hence

j—1 Jj—1
dx ((s))+,2) <)+ Y |selx <Co+1+ > m,
k=1 k=1

where the second inequality used (7.14) and the induction hypothesis. This allows us to apply Lemma 7.1
again, and conclude that |s;|x < 7((;,&;), where (; =k and & = Co + 1+ 22;11 Tk

Thus, |s;|x < max{x,7((;,§;)} = 7, as required. Hence the claim has been proved by induction on
j.

We are finally ready to prove the main statement of the lemma. Since si,...,s; is the list of all
‘H-components of «, we can combine the inequalities (7.14) and (7.16) to achieve

l l [Co+1]
dx (@, (P)+) = lalx < U@+ D lsjlx Co+1+4) 7 <Cotlt D 7
j=1 j=1 j=1

On the other hand, by the triangle inequality and (7.15), we have

[Co+1]
dx((pi)+:7—) < L+dx(qs,(pi)+) SL+Co+1+ Y 75
j=1
[Co+1]
We have shown that the constant €y = L+Co+1+ Z 7; > 0 is an upper bound for dx (¢+, (pi)+)
j=1
and dx((p;)+,7—), thus the lemma is proved. O

Definition 7.5 (Consecutive, adjacent and multiple backtracking). Let p = p1 ...p, be a broken line in
I'(G, X UH). Suppose that for some 4,7, with 1 <4 < j <n, and v € N there exist pairwise connected
H,-components h;, hit1,...,h; of the paths p;,p;t1,...,p;, respectively. Then we will say that p has
consecutive backtracking along the components h;,...,h; of p;,...,p;. Moreover, if j =i+ 1, we will
call it an instance of adjacent backtracking, while if 7 > ¢ + 1 will use the term multiple backtracking.

The next lemma shows that, among path representatives of minimal type, instances of adjacent
backtracking where at least one of the components is sufficiently long with respect to the proper metric
dx must have initial and terminal vertices far apart in dx.

Lemma 7.6 (Adjacent backtracking is long). For any ¢ > 0 there is ©g = ©¢(¢) € N such that the
following holds.

Let Q' < Q and R' < R be subgroups satisfying (C1) and let p = py1...p, be a minimal type path
representative for an element g € (@', R'). Suppose that for some i € {1,...,n — 1} the paths p; and
Di+1 have connected H-components q and r respectively, satisfying

max{[q|x,|r|x} = ©o.
Then dx(q—,r4+) > (.
Proof. For any ¢ > 0 we can define ©¢ = |7(¢,C1)]| + 1, where C; is the constant from Lemma 7.3 and
7(¢, C1) is provided by Lemma 7.1.

It follows that if dx(g—,74+) < ¢ then |¢|x < ©¢ and |r|x < ©g, which is the contrapositive of the
required statement. O

8. MULTIPLE BACKTRACKING IN PATH REPRESENTATIVES OF MINIMAL TYPE

As before, we keep working under Convention 6.1. In this section we deal with multiple backtracking
in path representatives of elements from (Q’, R’). Proposition 8.4 below uses condition (C3) to show
that any instance of multiple backtracking essentially takes place inside a parabolic subgroup. In order
to achieve this we first prove two auxiliary statements.

Notation 8.1. Throughout this section C7 > 0 will be the constant given by Lemma 7.3 and P; will
denote the finite collection of parabolic subgroups of G defined by

Pr={tHt™' |veN |ty <Ci}.
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Consider the subset O = {0 € PS | P € P1, |o|y < 2C1} of G. Since |O| < oo, we can choose and fix
a finite subset 2 C S such that every element o € O can be written as o = fh, where f € P, for some
P € Py, and h € ). We define a constant E by

(8.1) E =max{|h|y | h € Q} > 0.

Lemma 8.2. There exists a constant D > 0 such that the following holds.

Letv € N and b € G be an element with |b|x < Cy, so that P = bH,b~! € Py, and let p be a geodesic
path in T(G, X UH) with p e QU R.

Suppose that there is a vertex v of p and an element u € P such that v € Pb=bH, andu™'p_ € S =
QN R. Then there exists a geodesic path p’ in T'(G,X UH) such that

o p\ =wu and dx(p', ,v) < D;

e ifpeQ thenp € QN P, otherwise p’ € RN P.
Proof. Let K = max{C1,e} > 0, where ¢ is the quasiconvexity constant of @ and R, and let
(8.2) D =max{K'(Q,P,K),K'(R,P,K) | P € Py},

where K'(Q, P, K) and K'(R, P, K) are obtained from Lemma 4.1.

Denote £ = p_ € G and assume, without loss of generality, that p € @ (the case p € R can be
treated similarly). By the quasiconvexity of @, we have that dx(v,zQ) < e. Moreover, xQ = u@ as
ulz eSS CQ.

By the assumptions, vb~! € P, hence dx (v, P) < |b|x < C;. Since uP = P we see that

v € Nx(u@,e) N Nx (uP,Ch).
Applying Lemma 4.1, we find w € u(Q N P) such that dx (v, w) < D (see Figure 3).

/

p

ré—— D v

FIGURE 3. Illustration of Lemma 8.2.

Let p’ be any geodesic in T'(G, X UH) starting at « and ending at w. It is easy to see that p’ satisfies
all of the required properties, so the lemma is proved. O

The next lemma describes how condition (C3) is used in this paper.

Lemma 8.3. Assume that subgroups Q' < Q and R’ < R satisfy conditions (C1) and (C3) with constant
C and family P such that C > 2C, +1 and P; C P. Let P = bH,b~' € Py, for somev € N and b € G,
with |b|x < Cy, and let p be a path in T(G,X UH) withp € Q" UR'.

Suppose that there is a vertex v of p and an element u € P satisfying u"'p_ € S, v € Pb, and
dx(v,ps+) < Cy. Then there exists a geodesic path p' such that (p')- = u, p € P, (p')ller €S and
dx((p')+,p+) < E, where E is the constant from (8.1). In particular, if p € Q' (respectively, p € R')
then p' € Q' N P (respectively, p € R' N P).

Proof. Denotex = p_,y = py and z = vb~! € P (see Figure 4). Thenu 'z € Pandz 'y =p € Q'UR'.

Since ™'z € § = Q' N R/, we obtain

uTty = ()7 y) EQUR,
whence 271y = (27 1u)(u"ty) € P(Q' U R’). Now, observe that

|z y|x = dx(z,9) < dx(z,v) +dx(v,y) < |blx +C1 <2C; < C.
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FIGURE 4. Illustration of Lemma 8.3.

Condition (C3) now implies that z='y € PS. That is, z='y = fh for some f € P and h € Q, where Q is
the finite subset of S defined above the statement of the lemma. Let p’ be a geodesic path starting at u
and ending at zf € P. Then p/ = u~!2f € P,

P)i'p+=f""2"ly=heS and dx((p)+.p+) = |hlx < E.

The last statement of the lemma follows from (C1) and the observation that

P=ut(p)y =upoplpy) ()1 € SPS. U

Proposition 8.4. Let D > 0 is the constant provided by Lemma 8.2, and let E be given by (8.1).

Suppose that Q' < Q and R’ < R are subgroups satisfying (C1) and (C3), with constant C' > 2C; + 1
and family P 2O Py.

Let p = p1...pn be a path representative for an element g € (Q', R') with minimal type. If p has
consecutive backtracking along H-components hy, ..., h; of the subpaths p;, ..., p; respectively, then there
is a subgroup P € Py and a path p’ = p} .. .p; satisfying the following properties:

(i) pj, is geodesic with p~;€ € P forallk=1,...,7;
(ii) (0)+ = i)+, (D)5 (o) + € S and dx((P})+, (k) 4) < B, for allk =i+1,...,5—1;
(iii) dx (¢, (hs)-) < D and dx (9. (b)) < D ) )
() p € QNP ifp;, € Q', and p, € RNP if p; € R'; similarly, p; €QNP ifp; € Q', and p; € RNP
if p; € R;
(v) for each k € {i+1,...,5—1}, Lab(p),) either represents an element of Q' N P or an element of
R'NP.
Proof. Figure 5 below is a sketch of the path p’ above the subpath p;p;11...pj—1p; of p.

s 2

2

/
Pj_1

pé D
____________________ »
<p¥--—-~-~-~"-""-""— T ==- D

FIGURE 5. The new path p’ constructed in Proposition 8.4. The dotted lines between
p and p’ are paths whose labels represent elements of S.

Note that claim (v) follows from claim (ii) and condition (C1), so we only need to establish claims
(i)—(iv).
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By the assumptions, there is v € N such that for each k € {4,...,5}, the path py is a concatenation
pr = aphrbr, where hy is an H,-component of pr and ay, by are subpaths of py.
According to Lemma 7.3, we have

(8.3) lbe|y < Cy, fork=i,...,5—1.

~—1
After translating everything by (pi)jrl we can assume that (p;)+ = 1. From here on, welet b=1b; €
G and P =bH,b™'. As noted in (8.3), |b|x = |bi|x < C4, so P € Py.

Since the components h; and hy are connected, for every k = i+1, ..., j, the elements (h;)+ = (b;)— = b
and (hy)4 all belong to the same left coset bH, = Pb, thus
(8.4) (). € Pb, forall k=i +1,...,].

The rest of the argument will be divided into three steps.
Step 1: construction of the path pl.

Set u; = (p;)+ = 1 and v; = (h;)—. Then v; = l)~i_1h~i_1 € bH,, = Pb, so the path pi_l, its vertex v;
and the element u; = 1 € P satisfy the assumptions of Lemma 8.2. Therefore there exists a path g with
qg— =, dx(g+,v) < D and such that e QNP if p; € Q and g€ RN P if p; € R.

It is easy to check that the path p, = ¢~! enjoys the required properties.

Step 2: construction of the paths pj, for k=i+1,...,5 — L.

We will define the paths pj by induction on k. For k = i + 1 we consider the path p;41, its vertex
Vi4+1 = (h,‘+1)+ and the element U; = 1= (pi-l-l)—' Since Vi+1 € Pb by (84) and dX('Ui-&-la (p,‘+1)+) =
|biv1|x < C1 by (8.3), we can apply Lemma 8.3 to find a geodesic path p}, | starting at u; and satisfying
the required conditions.

Now suppose that the required paths pj,,,...,p,, have already been constructed for some m ¢
{i+1,...,5 —2}. To construct the path p}, , ,, let v,,41 be the vertex (hmi1)+ of pmy1 and set
U, = (P)y)+- Then uy, € P and uy (pmi1)— = () (Pm)+ € S by the induction hypothesis. In view
of (8.4) and (8.3), vy41 € Pb and dx (Vm41, (Pm+1)+) < Ci, therefore we can find a geodesic path p;,,
with the desired properties by using Lemma 8.3.

Thus we have described an inductive procedure for constructing the paths pj, for k =i+1,...,5 — L.

Step 3: construction of the path p;-.
This step is similar to Step 1: the path p) will start at u;_1 = (pj_;)+ € P and can be constructed
by applying Lemma 8.2 to the path p; and the elements v; = (h;)4+ € Pb, uj_1 € P.

We have thus constructed a sequence of geodesic paths p}, ..., p;- whose concatenation p’ satisfies all
the properties from the proposition. O

We will now prove the main result of this section, which states that the initial and terminal vertices
of an instance of multiple backtracking in a minimal type path representative must lie far apart in the
proper metric dx, provided @' < @ and R’ < R satisfy (C1)—(C5) with sufficiently large constants.

Proposition 8.5 (Multiple backtracking is long). For any ¢ > 0 there is a constant Cy = C2(¢) > 0
such that if Q@' < Q and R' < R are subgroups satisfying conditions (C1)-(C5) with constants B > Cs
and C > Cy and a family P D P1, then the following is true.

Let p = py ...p, be a minimal type path representative for an element g € (Q', R'). If p has multiple
backtracking along H-components hi,...,h; of pi,...,p; then dx((h:)—, (hj)+) > ¢.

Proof. Let ¢ > 0 and define C5(¢) = max {2C1,{ + 2D} 4+ 1, where D > 0 is the constant obtained from
Lemma 8.2.

In view of the assumptions we can apply Proposition 8.4 to find a path p’ = p}...p}; and P € P,
satisfying properties (i)—(v) from its statement. Let a be a geodesic with a— = (p})- and ay = (p;)-,
and let 8 = pi,,...p;_;. We will denote z), = pj. and z) = 752, for each k € {i,...,j}, and z = a.
Condition (C1), together with claim (ii) of Proposition 8.4, tell us that z € S = Q' N R/, and claim (v)
yields that

(8.5) B=uxiyy...05 4 € (Qp, Rp)

(as before, for a subgroup H < G we denote by Hp < G the intersection H N P).
Now suppose, for a contradiction, that dx ((h;)—, (h;)+) < ¢. Then

(8.6) Ip'|x = dx(p",p/,) <(+2D < Co <min{B,C},
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by claim (iii) of Proposition 8.4. There are four cases to consider depending on whether p; and p; are
elements of Q' or R’.

Case 1: x; = p; € Q" and x; = p; € Q'. Then, by claim (iv) of Proposition 8.4, both x] and x’; are
elements of Qp . It follows that p’ € Qr{Qp, Rp)Qpr C Q(Q',R)Q. By (8.6) and (C2), there is ¢ € Q
such that p’ = ¢. Therefore
(8.7 oo e = e e Q.

Combining (8.7) with (8.5) and using condition (C4), we get

B €QnN(Qp. Rp) = Qp N (Qp, Rp) = Q.
Let v be any geodesic path in I'(G, X UH) starting at (p;)— and ending at (p;)+. Then v shares the
same endpoints with the path p;Bap;, therefore their labels represent the same element of G:

F=2:B22,€QQpSQ =Q'.
Thus we can use < to obtain another path representative for g through pi...pi—1Ypjs1...Pn, which

consists of strictly fewer geodesic subpaths than p = p;...p,. This contradicts the minimality of the
type of p, so Case 1 has been considered.

Case 2: both p; and p; are elements of R’. This case can be dealt with identically to Case 1.

Case 3: x; = p; € Q" and z; = p; € R'. Then z} € Qp and z; € Rp by claim (iv) of Proposition 8.4.
Hence Lab(p’) represents an element of 2{(Qp, Rp)Rp with i € Qp. In view of (8.6), we can use
condition (C5) to deduce that p’ € z,Q»Rp. It follows that

B= ()™ (#) ™" € Qp R,
so there exist ¢ € Qp and r € Rp such that B = ¢r. Combining this with (8.5) we conclude that
r=q '8 € RpN{(Q%p, Rp), sor e Ry by condition (C4), whence
(8.8) B=qreQpRp.

Observe that the paths v = p; ...p; and p;Bap; have the same endpoints, hence their labels represent
the same element of G:

Yy=uz;fzx; € Q' QpRp SR CQ'R'.
Therefore there are elements ¢; € Q' and r; € R’ such that ¥ = q17r1.

Let 1 be a geodesic path in T'(G, X UH) starting at v_ = (p;)— and ending at v_g; and let 72 be a
geodesic path starting at (y1)+ and ending at (y1)4+71 = v+ = (pj)+. Sincen =¢1 € Q" and vy =11 € R
the path pi...pi—17172pj+1--.Pn is a path representative of g. Moreover, it consists of fewer than n
geodesic segments because j > ¢ + 1 (by the definition of multiple backtracking), contradicting the
minimality of the type of p. This contradiction shows that Case 3 is impossible.

Case 4: x; = p; € R and z; = p; € Q'. Then z; € Rp while 2’ € Qp, which implies that

P € Rp(Qlp, Rp)a), hence g/ € (/) HQlp, Rp) R,

~—1 ~

By (8.6), we can use (C5) to conclude that p! € (x;»)_lepRp, thus p’ € RpQpx). The rest of the
argument proceeds similarly to the previous case, leading to a contradiction with the minimality of the
type of p. Hence Case 4 is also impossible.

We have arrived at a contradiction in each of the four cases, so dx ((h;)—, (h;)+) > ¢, as required. [

9. CONSTRUCTING QUASIGEODESICS FROM BROKEN LINES

In this section we detail a procedure that takes as input a broken line and a natural number, and
outputs another broken line together with some additional vertex data. We show that if a broken line
satisfies certain metric conditions, then the new path constructed through this procedure is uniformly
quasigeodesic.

We assume that G is a group generated by a finite set X and hyperbolic relative to a finite family of
subgroups {H, | v € N'}. As usual we set H = | |, (H, \ {1}), and by Lemma 5.4 we know that the
Cayley graph I'(G, X UH) is é-hyperbolic, for some ¢ > 0.

The outline of the construction is as follows: we begin with a broken line p = p; ...p, in T'(G, X UH).
Starting from the initial vertex p_, we note in sequence (along the vertices of p) the vertices marking
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the start and end of maximal instances of consecutive backtracking in p involving sufficiently long H-
components. Once we have done this, we construct the new path by connecting (in the same sequence)
the marked vertices with geodesics.

Procedure 9.1 (©-shortcutting). Fix a natural number © € N and let p = py...p, be a broken line
in (G, X UH). Let vg,...,vq be the enumeration of all vertices of p in the order they occur along the
path (possibly with repetition), so that vg = p_, vg = p+ and d = £(p).

We construct a broken line X(p, 0), called the ©-shortcutting of p, which comes with a finite set
V(p,®) C {0,...,d} x {0,...,d} corresponding to indices of vertices of p that we shortcut along.

In the algorithm below we will refer to numbers s,t, N € {0,...,d} and a subset V C {0,...,d} X
{0,...,d}. To avoid excessive indexing these will change value throughout the procedure. The parameters
s and t will indicate the starting and terminal vertices of subpaths of p in which all H-components have
lengths less than ©. The parameter N will keep track of how far along the path p we have proceeded.
The set V' will collect all pairs of indices (s,¢) obtained during the procedure. We initially take s = 0,
N=0and V = 0.

Step 1: If there are no edges of p between vy and vy that are labelled by elements of 4, then add the
pair (s, d) to the set V and skip ahead to Step 4. Otherwise, continue to Step 2.

Step 2: Let t € {0,...,d} be the least natural number with ¢ > N for which the edge of p with endpoints
vy and vq1 is an H-component h; of a geodesic segment p; of p, for some i € {1,...,n}.

If i = n or if h; is not connected to a component of p;1; then set j = i. Otherwise, let
je{i+1,...,n} be the maximal integer such that p has consecutive backtracking along H-
components h;, ..., h; of segments p;,...,p;. Proceed to Step 3.

Step 3: If

max{|hk|x‘k:z}...,j}2@7

then add the pair (s,t) to the set V and redefine s = N in {1,...,d} to be the index of the
vertex (h;)4 in the above enumeration vy, ...,vq of the vertices of p. Otherwise let N be the
index of (h;)+, and leave s and V' unchanged.
Return to Step 1 with the new values of s, N and V.
Step 4: Set V(p,©) = V. The above constructions gives a natural ordering of V(p, ©):

V(p,0) ={(s0,t0)s--- (Sm,tm)},

where s <t < Sg41, forall k =0,...,m —1. Note that sg = 0 and ¢, = d. Proceed to Step 5.
Step 5: For each k = 0,...,m, let fi be a geodesic segment (possibly trivial) connecting vy, with vy, .
Note that when k < m, v, and v,, , are in the same left coset of H,, for some v € N. If
Uy, = Us,,, then let e,y be the trivial path at vy, , otherwise let ;41 be an edge of I'(G, X UH)
starting at vy, , ending at v,,,, and labelled by an element of H, \ {1}.
We define the broken line 3(p, ©) to be the concatenation foeqfies. .. fm—1€mfm-

Remark 9.2. Let us collect some observations about Procedure 9.1.
(a) Since p has only finitely many vertices and N increases at each iteration of Step 3 above, the
procedure will always terminate after finitely many steps.
(b) The newly constructed broken line ¥(p, ©) has the same endpoints as p, and each node of X(p, ©)
is a vertex of p.
(¢) By construction, for any k € {0,...,m} the subpath of p between v, and vy, contains no edge
labelled by an element h € H satisfying |h|, > ©.

Figure 6 below sketches an example of the output of Procedure 9.1.
In the next definition we describe paths that will serve as input for the above procedure.

Definition 9.3 (Tamable broken line). Let p = p1...p, be a broken line in I'(G,X U H), and let
B,C,( > 0,0 € N. We say that p is (B, C, ¢, 9)-tamable if all of the following conditions hold:
(i) |pilx = B,fori=2,...,n—1;
(i) ((pi)—, (p¢+1)+>f§f)+ <C,foreachi=1,...,n—1;
(#i) whenever p has consecutive backtracking along H-components h;, ..., h;, of segments p;, ..., pj,
such that

max{|hk|x‘k:i7...,j}2®7

it must be that dx ((hi),, (hj)+) > ¢
29



The remainder of this section is devoted to showing the following result about quasigeodesicity of
shortcuttings for tamable paths with appropriate constants.

Proposition 9.4. Given arbitrary co > 146 and n > 0 there are constants A = A(co) > 1, c=¢(cp) >0
and ¢ = ((n,co) > 1 such that for any natural number © > ( there is By = Bo(0, cp) > 0 satisfying the
following.

Let p = p1...pn be a (By,co,(,0O)-tamable broken line in T'(G,X UH) and let X(p,©) be the O©-
shortcutting, obtained by applying Procedure 9.1 to p, ¥(p,©) = foerfi... fm—1emfm. Then ey is
non-trivial, for each k =1,...,m, and X(p, ©) is (), ¢)-quasigeodesic without backtracking.

Moreover, for any k € {1,...,m}, if we denote by e}, the H-component of X(p, ©) containing ey, then
ehlx 2 7.

The idea of the proof will be to show that under the above assumptions the broken line X(p, ©)
satisfies the hypotheses of Proposition 5.19.

Notation 9.5. For the remainder of this section we fix arbitrary constants ¢y > 146 and n > 0. We let
p = k(4,c3,0), where c3 = c3(cp) > 0 is the constant from Lemma 4.11 and x(4, c3,0) is the constant
obtained by applying Proposition 5.17 to (4, ¢3)-quasigeodesics. Let (3 > 0, A > 1 and ¢ > 0 be the
constants given by Proposition 5.19, applied with constant p. Note that the constants A and c only
depend on ¢y and do not depend on 7.

We now define the constant ¢ by

(9.1) szax{(l,n}+2p+1.
Finally we take any natural number © > ¢ and
(9.2) By = max {(1200 +120 4+ 1)0, (4 + ¢3)0 + 1}.

The proof of Proposition 9.4 will consist of the following four lemmas. Throughout these lemmas we
use the constants defined above and assume that p = p;...p, is a (By, co, ¢, ©)-tamable broken line in
(G, X UH). As before, we write vg, ..., vy for the set of vertices of p in the order of their appearance.
We let X(p,0) = foerfi ... fm—1€mfm be the ©-shortcutting and V(p, ) = {(so,%0),-- -, (Sm,tm)} be
the set obtained by applying Procedure 9.1 to p.

Lemma 9.6. For each k=1,...,m, we have |ex|x > ( > 0.
Proof. By the construction in Procedure 9.1, there are pairwise connected H-components hq,..., h;
of consecutive segments of p, such that j > 1, (h1)- = (ex)—, (hs)+ = (ex)+ and max{|h|y | | =
1,...,j} > o.

If j =1 we see that |ex|x = |hi|x > © > ¢, and if j > 1 then we know that |ex|x > ¢ by property
(éi1) from Definition 9.3. O
Lemma 9.7. The subpaths of p between v, and vy, , for k=0,...,m, are (4, cs)-quasigeodesic.

Proof. We write ¢; = ¢1(co) = 12¢9 + 126 + 1, as in Lemma 4.11.
Choose any k € {0,...,m} and denote by p’ be the subpath of p starting at v, and terminating at
ve,. If vg, and vy, are both vertices of p;, for some i € {1,...,n}, then p’ is geodesic and we are done.

/ -
€92 a <
"y _,4\
a \fz\_/l
€3
€1

d

[
Ji |

FIGURE 6. An example of a shortcutting of a path p in I'(G, X UH). The path p contains
long H-components, some of which are involved in instances of consecutive backtracking,
as indicated by the dashed lines. The path X(p, ©®) = foe1 fieafoesf3 is drawn on top of
p.
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Otherwise p’ = pipiy1...p;j-1p}, for some i,j € {1,...,n}, with i < j, where p] is a terminal segment of
pi and pj is an initial segment of p;.

By Remark 9.2(c), the paths p;11,...,pj—1 contain no H-components h with |h|x > ©. Since p is
(By, o, ¢, ©)-tamable, |p;|y > By for each l =i+ 1,...,5 — 1 by condition (7). Thus we can combine
Lemma 5.10 with (9.2) to obtain

1 B . .
dXUH((pl),, (pl)+> ={l(p) > 6|pl\x > @O >¢y, foreachl e {i+1,...,5—1}.

Again, from the assumption that p is (By, co, ¢, ©)-tamable, we have that

T

((pr)—, (pl+1)+>(;f)+ <cg, foralll =14,...,5—1,

using condition (ii). In view of Remark 4.6,

()= i) 1) (5ty, <o and ((pj—1)-, B))4 )50 1), < co-
Therefore we can use Lemma 4.11 to conclude that p’ is (4, c3)-quasigeodesic, as required. [l
Lemma 9.8. If k € {0,...,m — 1} and h is an H-component of fi or fry1 that is connected to egy1,
then |h|y < p.

Proof. Arguing by contradiction, suppose that h is an H-component of fj, connected to ex;1 and sat-
isfying |h|y > p (the other case when h is an H-component of fi41 is similar). Remark 5.9 tells us
that h is a single edge of fi. Moreover, since h and e are connected and (fi)+ = (eg41)—, we have
dxun(h—, (fr)+) < 1. The geodesicity of f in I'(G, X UH) now implies that h must in fact be the last
edge of fi, so that hy = (fx)4+ = ve,-

Let p = pipi+1...pj—1p; be the subpath of p with p’ = vs, and p/, = vy, where p; and pj are
non-trivial subpaths of p; and p; respectively. By Lemma 9.7, p’ is (4, ¢3)-quasigeodesic.

Since |h|y > p = K(4,c3,0) we may apply Proposition 5.17 to find that h is connected to an H-
component of p’ (which may consist of multiple edges, each of which is an H-component of a segment of
p). We write b’ for the final edge of this H-component and denote by u the edge of p with endpoints vy,
and vy, +1 (see Figure 7). Procedure 9.1 and the assumption that h is connected to ey imply that u is
an H-component of a segment of p and A’ and u are connected as H-subpaths of p.

FIGURE 7. Illustration of Lemma 9.8.

Suppose, first, that p;- is a proper subpath of p;, so that u belongs to the segment p;, as shown on
Figure 7. Then there are the following possibilities.

Case 1: b’ is an edge of p;.

In this case b/ and u are connected distinct #H-subpaths of p;, which is a geodesic. This contradicts
the observation of Remark 5.9, that geodesics are without backtracking and H-components of geodesics
are single edges.

Case 2: W' is an H-component of pj_1.
Let t € {0,...,d} be such that vy = k', and note that

(93) s <t < tg.

By the construction from Procedure 9.1, there are pairwise connected H-components hj, ..., k1, of

segments pj, ..., pj41, with (ex1)— = (hj)— = vy, and (epy1)4+ = (hjyi)+ = Vs, such that
max{\hj\x, ey |hj+l|X} Z @
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and [ € {0,...,n— j} is chosen to be maximal with this property. Then the components A’ hj, ..., hji
constitute a larger instance of consecutive backtracking, starting at A’ = vy, with

max { |1, Iyl |yl } = .

In view of (9.3), this contradicts the choice of ¢ and the inclusion of (s, tx) in the set V(p, ©) at Steps
2 and 3 of Procedure 9.1.

Case 3: W' is an H-component of one of the paths p}, pit1,...,pj—2-

Then the subpath ¢ of p’ from A/, to p/, = vy, contains all of p;_;. By Remark 9.2(c), p;—1 contains
no H-components ¢ satisfying |q|y > ©. Therefore, in view of Lemma 5.10 and the assumption that
p is (B, co, ¢, ©)-tamable, we can deduce that ©¢(p;_1) > |pj_1|, > Boy. Combining this with the
(4, c3)-quasigeodesicity of p’, we obtain

1 1 BO C3
quH(hlJr7p/+) > E(E(Q) - 03) > i(apj‘l) - 03) > @ vy > 1,
where the last inequality follows from (9.2). On the other hand, the fact that A’ and h are connected
gives dxup (P, ) = dxun (b, hy) < 1, contradicting the above.

In each case we arrive at a contradiction, so it is impossible that |h|y > p if p; is a proper subpath of
p;. If p;- is instead the whole subpath p;, we may carry out a similar analysis. In this situation it must
be that u is an H-component of the segment p;1. We now have only two relevant cases to consider: h’

is an H-component of p; or h' is an H-component of one of the paths p},piy1,...,pj—1. Both of them
will lead to contradictions similarly to Cases 2 and 3 above.
Therefore it must be that |h|y < p, as required. ]

Lemma 9.9. For each k € {1,...,m — 1}, the H-subpaths e, and ex41 of X(p,©) are not connected.

Proof. Suppose that ey is connected to exy1 for some k € {1,...,m — 1}. As before, according to
Procedure 9.1, there exist two sets of pairwise connected H-components of consecutive segments of p,

hi,...,hjand qu, ..., q;, such that (h1)- = (ex)—, (hi)+ = (ex)+, (q1)- = (€x+1)-, (¢j)+ = (ex+1)+ and

max{\hl\x,...,|hi|x} >0, max{|q1|X,...,|qj|X} > 0.

Since e and epy1 are connected, h; and ¢; will be connected H-subpaths of p, in particular they
cannot be contained in the same segment of the broken line p by Remark 5.9. If h; and ¢; are H-
components of adjacent segments of p, then the components hi,...,h;, q1,...,q; constitute a longer
instance of consecutive backtracking in p, which contradicts the construction of ey in Procedure 9.1.

Therefore it must be the case that the subpath p’ of p between (ex)+ = (hi)+ = vs, and (eg41)- =
(¢1)—- = vy, contains at least one full segment p; (with 1 <! < n). By Remark 9.2(c) the path p’ has
no H-components h satisfying |h|, > ©. Therefore we can combine Lemma 5.10 with the fact that p is
(Bo, co, ¢, ©)-tamable to deduce that

|pl ‘X By

(9.4) () z ) 2 =5~ =2 5

Moreover, by Lemma 9.7 the path p’ is (4, ¢3)-quasigeodesic so that

0p') < 4dxum((er)+, (ext1)—) + s <4+ cs,

where the last inequality is true because e;, and ep41 are connected. Combined with (9.4), the above
inequality gives By < (4 + ¢3)©, which contradicts the choice of By in (9.2).
Therefore e; and egy; cannot be connected, for any k € {1,...,m — 1}. O

Proof of Proposition 9.4. The construction, together with Lemmas 9.6, 9.8 and 9.9, show that the ©-
shortcutting 3(p, ©) = foe1f1 ... fm—1€mfm satisfies the hypotheses of Proposition 5.19 and ey, is non-
trivial, for each k = 1,...,m. Therefore X(p, ©) is (), ¢)-quasigeodesic without backtracking.

For the final claim of the proposition, consider any k € {1, ..., m} and denote by e} the H,-component
of ¥(p, ©) containing e, for some v € N. Lemma 9.9 implies that e is the concatenation hjejhs, where
hq is either trivial or it is an H,-component of fi_1, and hs is either trivial or it is an H,-component of
fx. Combining the triangle inequality with Lemmas 9.6, 9.8 and equation (9.1), we obtain

leklx = lexlx — [hilx — lha|x = C—2p 2,

as required. O
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10. METRIC QUASICONVEXITY THEOREM

This section comprises a proof of Theorem 3.5, and, as usual, we work under Convention 6.1. First
we will show that if some subgroups Q' < @ and R’ < R satisfy conditions (C1)-(C5) with appropriately
large constants, then minimal type path representatives of (@', R’) meet the conditions of Proposition 9.4.

We will then use the quasigeodesicity of shortcuttings of these path representatives to obtain properties
(P1)-(P3).

Lemma 10.1. Suppose that Q' < Q and R’ < R satisfy (C2) with constant B > 0. Then
mMQQum\@zg

Proof. Let g € (Q’UR)\ S. If g € Q' then g ¢ R as g ¢ S. Therefore g € Q' \ R C R(Q', R'Y)R\ R,
whence |g|y > B by (C2). Similarly, if g € R’ then g € Q(Q',R)Q \ @, and (C2) again implies that
l9lx = B. U

Notation 10.2. For the remainder of this section we fix the following notation:

e () is the constant provided by Lemma 6.7;

co = max{Cy, 140} and c3 = c3(cp) is the constant obtained by applying Lemma 4.11;
A = A(co) and ¢ = ¢(cp) are the first two constants from Proposition 9.4;

C1 > 0 is the constant from Lemma 7.3;

Py is the finite family of parabolic subgroups of G defined by

Py = {tH,t 7' [v e N, |t|x < C1}.

Lemma 10.3. For each n > 0 there are constants C3 = C5(n) >0, ( =((n) > 1, ©1 = O1(n) € N and
B; = Bi1(n) > 0 such that the following is true.

Suppose that Q' < Q and R’ < R are subgroups satisfying conditions (C1)-(C5) with constants B > By
and C > C3 and family P O Py. If p = p1...pn 18 a minimal type path representative for an element
g €{Q',R) then p is (B, co,(, O1)-tamable.

Moreover, let X(p,01) = foerf1 ... fm—1€mfm be the O1-shortcutting of p obtained from Procedure 9.1,
and let e}, be the H-component of X(p,01) containing e, k = 1,...,m. Then E(p,©01) is a (A ¢)-
quasigeodesic without backtracking and |e | >n, for each k=1,...,m.

Proof. We define the following constants:

¢ =¢(n,co) > 0, the constant provided by Proposition 9.4;

C3 = C5(¢) > 0, where C5(() is given by Proposition 8.5;

©1 = max{©y((),(}, where O is the constant of Lemma 7.6;

B; = max{By(©1,cp),C2(¢)} > 0, where By is the remaining constant of Proposition 9.4.

Let B > B; and C' > C3. Suppose that Q’, R’, g and p are as in the statement of the lemma. In view
of Remark 6.5, p; € (Q" UR’)\ S, for every i = 2,...,n — 1. Therefore, by Lemma 10.1, we have

(10.1) Ipilx > B, foreachi=2,...,n—1.

On the other hand, Lemma 6.7 tells us that
(102) <(pl)*7 (pi+1)+>€;f)+ < C’O < Co, for each i = ]-7 sy — L.

Now suppose that p has consecutive backtracking along H-components h;, ..., h; of segments p;, ..., p;
satisfying

mm@mp“wm&}z@.

If j =i+ 1 then Lemma 7.6 and the choice of ©; give that dx ((h;)—, (h;)+) > (. Otherwise Proposi-
tion 8.5 gives the same inequality. The above together with (10.1) and (10.2) show that p is (B, ¢, ¢, O1)-
tamable.

The remaining claims of the lemma follow from Proposition 9.4. O

We can now deduce the relative quasiconvexity of (@', R') by applying Lemma 10.3 with n = 0.

Proposition 10.4. Let 51 = B1(0) and v1 = C5(0) be the constants provided by Lemma 10.3 applied to
the case when 1 = 0.

Suppose that Q' < Q and R’ < R are relatively quasiconvez subgroups of G satisfying conditions
(C1)-(C5) with family P 2 Py and constants B > 1, C > 1. Then the subgroup (Q', R') is relatively
quasiconvex in G.
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Proof. By assumption the subgroups ' and R’ are relatively quasiconvex, with some quasiconvexity
constant &/ > 0. For any element g € (@', R') consider a geodesic 7 in I'(G, X UH) with 7 = 1 and
74 = g. Let u be any vertex of 7.

Since g € (@', R'), it has a path representative p = p;...p, of minimal type, with p_ = 1. Let
Y(p,0©) = foe1f1 .. frm—1€mfm be the O-shortcutting of p obtained from Procedure 9.1, where © = 04 (0)
is provided by Lemma 10.3. This lemma implies that p is (B, o, ¢, ©)-tamable and X(p, ©) is a (A, ¢)-
quasigeodesic without backtracking, where A > 1 and ¢ > 0 are the constants fixed in Notation 10.2.
Therefore, by Proposition 5.17, there is a phase vertex v of ¥(p, ©) with dx (u,v) < k() ¢, 0).

Since each e; is a single edge, the vertex v lies on the geodesic subpath f; of 3(p, ), for some
1 € {0,...,m}. The subpath of p sharing endpoints with f; is (4, ¢3)-quasigeodesic by Lemma 9.7. Hence
there is a vertex w of p such that dx (v, w) < (4, cs,0), by Proposition 5.17.

Now w is a vertex of a subpath p; of p, for some j € {1,...,n}. Let 2 = (p;)—, and note that
x € (Q',R'). Without loss of generality, suppose that p; € Q" (the case when p; € R’ can be treated
similarly). Then by the relative quasiconvexity of @', dx(w,zQ’) < €', whence dx(w,{(Q', R")) < &'.
Therefore

dx(u, (Q',R")) < dx(u,v) +dx(v,w) + dx(w,(Q, R'))
< k(N ¢, 0) + k(4,c3,0) + €,

so that (@', R') is a relatively quasiconvex subgroup of G, with the quasiconvexity constant (A, ¢, 0) +
k(4,c3,0) + £’ O

We will next show that properties (P2) and (P3) will be satisfied if one chooses the constants B and
C of (C1)-(C5) to be sufficiently large with respect to A.

Lemma 10.5. For any A > 0 there exist constants By = P2(A) > 0 and v2 = v2(A) > 0 such that if
Q' < Q and R’ < R satisfy conditions (C1)-(C5) with constants B > B2 and C > 72 and family P 2 Py,
then

minx ((Q’, R\ S) > A

Proof. Given any A > 0 let n = n(\, ¢, A) be the constant provided by Lemma 5.12. Using Lemma 10.3,
set
© =01(n), 72 =C3(n) and B> = max{Bi(n), (44 + c3)0}.

Suppose that Q' and R’ satisfy conditions (C1)-(C5) with constants B > 3 and C' > 7, and let
g € (Q',R') be any element with |g|, < A. Let p = p;...p, be a path representative of g with minimal
type. By Lemma 10.3, p is (B, cg, ¢, ©1)-tamable, the ©-shortcutting X(p, ©) = foe1 f1 ... fn—1€mfm is
(A, ¢)-quasigeodesic without backtracking, and, for each k = 1,...,m, €}, the H-component of ¥(p, ©)
containing ey, is isolated and satisfies |e} |, > .

If m > 1, then, according to Lemma 5.12, |g|y = [X(p,©)|y > A, contradicting our assumption.
Therefore it must be the case that m = 0 and X(p,©) = fo. Since p_ = (fo)- and pr = (fo)+,
Lemma 9.7 tells us that p is (4, c3)-quasigeodesic. Moreover, following Remark 9.2(c), we see that p; has
no #H-component h with |h|y > ©, for each i =1,...,n.

Now, arguing by contradiction, suppose that g ¢ S. Then p; € (Q' U R')\ S (by Remark 6.5), so
Ip1]x = B > B2, by Lemma 10.1. Lemma 5.10 now implies that

‘g(pl) > ﬂQ/@ > 4A + cs3.
Since £(p) > £(p1), the (4, cs)-quasigeodesicity of p yields
1
A>glx > |9lxun = |plxun > 1 ((p) —c3) = A,
which is a contradiction. Therefore g € S and the lemma is proved. (]
In order to prove that property (P3) holds for the subgroups @' and R’, we need to consider path

representatives of elements g € Q(Q’, R') R. These path representatives will necessarily have to be slightly
different from those in Definition 6.2.

Definition 10.6 (Path representative, II). Let g be an element of Q(Q’, R’)R. Suppose that p =
qp1 - .. pnr is a broken line in I'(G, X U H), satisfying the following conditions:
°*p=gy;
e geQand T € R;
e p; € QUR, foreachi € {l,...n}.
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Then we say that p is a path representative of g in the product Q(Q’, R')R.
Similarly to Definition 6.3, we can define types for such path representatives.

Definition 10.7 (Type of a path representative, IT). Suppose that p = ¢p; ... p,r is a path representative
of some g € Q(Q’, R")R, as described in Definition 10.6. Let Y denote the set of all H-components of
the segments of p. We define the type of the path representative p to be the triple

r(p) = (n.p). Y lylx ) € No®,

yey

Remark 10.8. Note that, by Definition 10.6, a path representative p = gpi...p,r, of an element
g € Q(Q',RHYR\ QR, must necessarily satisfy n > 0. Moreover, if p has minimal type (so n is the
smallest possible) then p; € R'\ S, p, € Q" \ S and the labels of py,...,p, will alternate between
representing elements of R’ \ S and @'\ S. It follows that the integer n must be even, so n > 2.

For example, if ¢ € R'Q"\ QR then a minimal type path representative of g will have the form gpypar,
where ¢ and r are trivial paths, p; € R’ and ps € Q'.

It is not difficult to check that the results of Sections 6, 7, and 8 hold equally well for minimal type path
representatives of the above form for elements g € Q(Q’, R")R \ QR, with only superficial adjustments
to the proofs in those sections. It follows that Lemma 10.3 also remains valid in these settings.

Lemma 10.9. In the statement of Lemma 10.5 we can add that
miny (Q(Q’, RYR\ QR) > A

Proof. For any A > 0 we define the constants 7, ©, 72 and 52 exactly as in Lemma 10.5.

Suppose that for some element g € Q(Q', R')R \ QR we have |g|y < A. Let p = gp1...p,r be a
minimal type path representative of g, of the form described in Definition 10.6.

Arguing in the same way as in Lemma 10.5, we can deduce that p is (4, ¢3)-quasigeodesic and for each
i=1,...,n, p; has no H-component h with |h|, > ©.

According to Remark 10.8, n > 2 and p; € R'\ S. So, by Lemma 10.1, |pi|y > B > (2. The same
argument as in Lemma 10.5 now yields that |g|y > A, leading to a contradiction. Therefore it must be
that |g|y > A for any g € Q(Q’, R")R \ QR, and the proof is complete. O

We are finally able to prove Theorem 3.5.

Proof of Theorem 3.5. Choose P to be the finite family P, defined in Notation 10.2. Given any A > 0,
we apply Proposition 10.4 and Lemma 10.5 to define the constants

B = max{f1, 82(A)} and C = max{~y;,72(A)}.

Suppose that @' < @Q and R’ < R are subgroups satisfying conditions (C1)-(C5) with constants B
and C and the finite family of parabolic subgroups P. Then property (P1) holds by Proposition 10.4,
while properties (P2) and (P3) are satisfied by Lemmas 10.5 and 10.9 respectively. O

11. USING SEPARABILITY TO ESTABLISH THE CONDITIONS OF THE QUASICONVEXITY THEOREM

In this section we will show how one can prove the existence of finite index subgroups Q' <; @ and
R’ < R, satistying the conditions (C1)—(C5) from Subsection 3.1, using certain separability assumptions.
We start with finding such assumptions for establishing (C2) and (C3).

Proposition 11.1. Let G be a group generated by a finite subset X, let Q,R < G and S = QN R,
and let P be a finite collection of subgroups of G. Suppose that Q@ and R are separable in G and PS is
separable in G, for each P € P.

Then for any constants B,C > 0 there exists a finite index subgroup L <; G, with S C L, such that
conditions (C2) and (C3) are satisfied by arbitrary subgroups Q' < QN L and R’ < RN L.

Proof. Combining the separability of @ and R in G with Lemma 4.16, we can find F;, E3 <17 G such that
miny (QE1 \ Q) > B and miny (RE; \ R) > B. Set Ny = E1 N Ey <y G and observe that

RSNoQ = QNoQ = QQNy = QNo C QE,,
as () is a subgroup containing S and normalising Ny in G. Similarly, RSNgR = RNy C RE5, therefore

(11.1) miny (QSNoQ \ Q) > B and minx(RSNyR\ R) > B.
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Let P = {Py,...,Py}. The assumptions imply that for every ¢ € {1,...,k} the double coset P;S is
separable in G, hence we can apply Lemma 4.16 again to find finite index normal subgroups N; <y G
satisfying

(11.2) miny (P,SN; \ B,S) > C, foreachi=1,...,k.

Now set L = ﬂf:o SN; <; G, and choose arbitrary subgroups @ < Q@ N L and R’ < RN L. Then
S CLand (Q,R)YCLCSN,;,foralli=0,...,k by construction, hence (C2) holds by (11.1) and
(C3) holds by (11.2), as desired. O

To establish condition (C5) we need to be able to lift certain finite index subgroups of a maximal
parabolic subgroup P < G to finite index subgroups of GG in a controlled way. The next statement shows
how a double coset separability assumption can help with this task.

Lemma 11.2. Let G be a group, P,Q < G be subgroups of G and let K <; P be a finite index subgroup
of P, with QNP C K. If KQ is separable in G, then there is a finite index subgroup M <; G such that
QCMand MNP CK.

Proof. Let P= KUKhyU---UKh,,, where hy,..., h,, € P\ K. Note that KQNP = K(QNP) =K, so
hi,...,hp ¢ KQ. The double coset K@ is profinitely closed, so, by Lemma 4.16(a), there exists N <1y G
such that

{h1,. .. hm } N KQN = {.
Let M = QN <; G, so that the above implies Kh; "M = (), for each ¢ = 1,...,m. We then have Q C M
and M NP C K, as required. O

We are now in position to prove the main result of this section.

Theorem 11.3. Assume that G is a group generated by a finite set X, Q, R < G are subgroups of G,
and denote S = QN R. Let P be a finite collection of subgroups of G such that for every P € P all of
the following hold:

(S1) Q and R are separable in G;

(S2) the double coset PS is separable in G;

(S3) for all K <; P and T <; Q, satisfying S CT and TNP C K, the double coset KT is separable

n G

(S4) for allU <y QN P, with SNP C U, the double coset U(RN P) is separable in P.

Then, given arbitrary constants B,C > 0, there exist finite index subgroups Q' <; Q and R’ <; R
such that conditions (C1)-(C5) are all satisfied.

More precisely, there exists L <y G, with S C L, such that for any L' <; L, satisfying S C L', we
can choose Q' = QN L' <5 Q and there exists M <y L', with Q" C M, such that for any M' <; M,
satisfying Q" € M', we can choose R = RN M' <; R.

Proof. The idea is that assumption (S1) will take care of condition (C2), (S2) will take care of (C3), and
(S3), (S4) will take care of (C5). The subgroups @’ and R’ will satisfy @' = QN M’ and R = RN M/,
for some M’ <y G, with S C M’, which will immediately imply (C1) and (C4).

Let P ={P,...,P}. Arguing just like in the proof of Proposition 11.1 (using the assumptions (S1)
and (S2)), we can find finite index normal subgroups N; <y G, i =0,...,k, such that

miny (QSNoQ \ Q) > B, minx (RSNoR\ R) > B and
miny (P,SN; \ B,S) > C, foreachi=1,...,k.
We can now define a finite index subgroup L <y G by L = ﬂf:o SN,. Note that S C L by construction,
and for each ¢ € {1,...,k} we have
(11.3) minx (QLQ\ Q) > B, minx(RLR\ R) > B and minx (P, L\ P,S) > C.

Choose an arbitrary finite index subgroup L' <; L, with S C L', and define Q' = @ N L’, so that
S<Q <y Q.

To construct R" <; R, consider any i € {1,...,k} and denote Q; = QN P;, R; = RN P; and
Q) = Q' N P; < Q;. Choose some elements a;1,. .., ain, € Q; such that Q; = |_|;L:1 a;;Q;. Assumption
(S4) implies that the subset Q}R; is separable in P;, hence, by claim (c) of Lemma 4.16, there exists
F; <y P; such that

(114) minX (an;Rze \ CL”Q;R,L) 2 C, for ] = 1, ey Ny
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Define K; = QF; <y P;. Then Q' NP, = Q) C K; and a;; ;R; = a;;Q R, F;, for each j = 1,...,n,.
Therefore, from (11.4) we can deduce that

(115) minX (a”KZRZ \G/ZJQ;RZ) 2 C, for all j = 1, vy Ny

By assumption (S3), the double coset K;Q’ is separable in G, so we can apply Lemma 11.2 to find
M; <y G such that Q' C M; and M; NP, C K;.
k
We now let M = ﬂ M;NL" and observe that Q' < M <y L' and MNP; C K, for each i € {1,...,k}.
i=1
Inequality (11.5) yields

(11.6) minx (aij(M NP)R; \ aijQ’iRZ) >C, foralli=1,...,kand j =1,...,n;.

We can now choose an arbitrary finite index subgroup M’ <; M, with Q' C M’, and define R’ =
RN M’'. Observe that M’ <; G, by construction, hence R’ <; R.

Let us check that the subgroups @’ and R’ obtained above satisfy conditions (C1)—(C5). Indeed, by
construction, S=QNRC Q',s0 SC RNM' = R, hence

SCRRNR CQNR=S,
thus (C1) holds. We also have Q' = QNL =QNM' as Q' C M’ C L', hence
Q' CQN(Q,R)cnM =@Q,

thus @ N{(Q’, R") = Q'. After intersecting both sides of the latter equation with an arbitrary P € P, we
get Qp N(Q', R') = @Q’p, hence
Q/P cQpN <Q/PaR}’> cQ@pn <Q/7R/> = Q/P?

thus Qp N (Qp, Rp) = Q’p. Similarly, Rp N {(Qs, R’») = R, so condition (C4) is satisfied.

Conditions (C2) and (C3) hold by (11.3), because @', R’ C L by construction.

To prove (C5), take P; € P for any ¢ € {1,...,k}, and denote Q; =QNPF;, Q, =Q' NP, R, =RNPF;
and R} = R’ N P;, as before. For any ¢ € Q; there exists j € {1,...,n;} such that ¢ € a;;Q}. It follows
that

(11.7) Qi Ry Ri = aij(Q;, R))Ri and qQiR; = a;;Q;R;.
Since (Q}, R;) < M N P;, we can combine (11.7) with (11.6) to deduce that

minx (¢(Q}, R)Ri \ aQiR;) = C,
which establishes condition (C5). Thus the proof is complete. g

12. DOUBLE COSET SEPARABILITY IN AMALGAMATED FREE PRODUCTS

In this section we develop a method for establishing the separability assumptions (S2) and (S3) of
Theorem 11.3 using amalgamated products. The idea is that when G is a relatively hyperbolic group,
P is a maximal parabolic subgroup and @ is a relatively quasiconvex subgroup of G, we can apply the
combination theorem of Martinez-Pedroza (Theorem 5.26) to find a finite index subgroup H <; P such
that A = (H,Q) = H xpng @, so proving the separability of PQ in G can be reduced to proving the
separability of HQ in the amalgamated free product A.

The next proposition gives a new criterion for showing separability of double cosets in amalgamated
free products. This criterion may be of independent interest.

Proposition 12.1. Let A = B xp C be an amalgamated free product, where we consider B, C and D
as subgroups of A with BN C = D. Suppose that D is separable in A, and U C B, V C C are arbitrary
subsets.

If the product UD (respectively, DV ) is separable in A then the product UC (respectively, BV ) is
separable in A.

Proof. We will prove the statement in the case of UC, as the other case is similar.
If U = () then UC = (), so we can suppose that U is non-empty. Take any v € U. According to
Remark 4.12, without loss of generality we can replace U with v~ 'U to assume that 1 € U.
Consider any element g € A\ UC; since 1 € U, we deduce that g ¢ C. We will construct a
homomorphism from A to a finite group L which separates the image of g from the image of UC.
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Since g ¢ D, it has a reduced form g = 125 ...2, where z; belongs to one of the factors B, C, for
each i, consecutive elements x;, ;11 belong to different factors, and x; ¢ D for all i = 1,...,k (see
[LS77, p. 187]).

Since D is separable in A, by Lemma 4.16(a) there is a finite group M and a homomorphism ¢ : A — M
such that

(12.1) o(z;) ¢ (D) in M, for every i =1,...,k.

Denote by B, C and D the ¢-images if B, C and D in M respectively. We can then consider the
amalgamated free product A = B * 5 C, together with the natural homomorphism 1 : A — A, which
is compatible with ¢ on B and C (in other words, ¥|p = ¢|p and Y|c = ¢|c). It follows that ¢
factors through . That is, ¢ = @ o 1), where @ : A — M is the natural homomorphism extending the
embeddings of B and C in M. Equation (12.1) now implies that

(12.2) W(x;) ¢ D in A, foreveryi=1,...,k.

Denote T; = ¥(z;) € ;1,72' =1,...,k In view of (12.2), ¥(g) = Z1...T is a reduced form in the
amalgamated free product A. We will now consider several cases.

Case 1: assume that k > 3. Then the above reduced form for 1(g) has length & > 3, so by the normal
form theorem for amalgamated free products [LS77, Theorem IV.2.6], it cannot be equal to an element
from ¢ (UC) = (U)C C BC, which would necessarily have a reduced form of length at most 2 in A.
Therefore 1(g) ¢ »(UC) in A.

Since B and C are finite groups, their amalgamated free product A is residually finite (in fact, A
is a virtually free group — see [Ser80, Proposition 2.6.11]), so the finite subset ¥ (UC') is closed in the
profinite topology on A. Hence there is a finite group L and a homomorphism 1 : A — L such that
n(¥(g)) ¢ n(v(UC)) in L. The composition no : A — L is the required homomorphism separating the
image of g from the image of UC, and the consideration of Case 1 is complete.

Case 2: suppose that k =2, x; € C\ D and 22 € B\ D. Thenz; € C\ D and T € B\ D by (12.2), so
that 1 (g) = Z1@2 is a reduced form of length 2 in A. Again, the normal form theorem for amalgamated

free products implies that ¥(g) ¢ BC in A, hence ¥(g) ¢ ¥(UC) and we can find the required finite
quotient L of A as in Case 1.

Case 3: g = bc, where b € B\ UD and ¢ € C (here we allow ¢ € D, so this case also covers the
situation when k = 1).

This is the only case where we need to use the assumption that UD is separable in A. This assumption
implies that we can find a finite group M and a homomorphism ¢ : A — M satisfying

¢(b) ¢ p(UD) in M.

As above, we can construct the amalgamated free product A = B * I3 C, together with the natural
homomorphism 1 : A — A, such that ¢ factors through 1. It follows that

(12.3) Y(b) ¢ Y(UD) =4(U)D in A.
Observe that 1(g) ¢ ¥(UC) = (U)C in A. Indeed, otherwise we would have
¥(b) = ¥(g)v(c™) € »(U)CN B =4(U)(CNB) =)D,
which would contradict (12.3) (in the first equality we used the fact that B is a subgroup of A containing
the subset (U)). We can now argue as in Case 1 above to find a homomorphism from A to a finite
group L separating the image of ¢g from the image of UC.

It is not hard to see that since g ¢ UC in A, the above three cases cover all possibilities, hence the
proof is complete. O

In the next two corollaries we assume that A = B xp C is the amalgamated free product of its
subgroups B, C, with BNC = D.

Corollary 12.2. Suppose that D is a separable subgroup in A. Then B, C and BC are all separable in
A.

Proof. The separability of C' and B in A follows from Proposition 12.1, after choosing U = {1} and

vV ={1}.
The separability of BC' is also a consequence of Proposition 12.1, where we take U = B (so that
UD = BD = B). O
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We will not need the next corollary in this paper, but it may be of independent interest and can be
used to strengthen some of the statements proved in Section 13.

Corollary 12.3. Suppose that U C B, V C C are subsets such that UD and DV are separable in A.
Then the triple product UDV s separable in A.

Proof. If either U or V are empty then UDV is empty, and, hence, separable in A. Thus we can suppose
that there exist some elements u € U and v € V. By Remark 4.12. the subsets v~ 'UD C B and
DVuv~! C C are separable in A. Since both of them contain D, we see that D = v~ 'UDN DVv~!, thus
D is separable in A.

By Proposition 12.1, the products UC and BV are separable in A, so the statement follows from the
observation that

UCNBV =UDV in A. O

In the case when U and V are subgroups, the above corollary shows that we can use separability of
double cosets UD and DV to deduce separability of the triple coset UDV. Moreover, if both U and V
are subgroups containing D, Corollary 12.3 implies that the double coset UV = UDYV is separable in A,
as long as U and V are separable in A.

13. SEPARABILITY OF DOUBLE COSETS WHEN ONE FACTOR IS PARABOLIC

Throughout this section we will assume that G is group generated by a finite subset X and hyperbolic
relative to a collection of peripheral subgroups {H, | v € N'}, with [N < cc.

Our goal in this section will be to establish separability of double cosets required by conditions (S2)
and (S3) of Theorem 11.3. All statements in this section will assume that finitely generated relatively
quasiconvex subgroups of G are separable — that is, G is QCERF (see Definition 1.1).

Lemma 13.1. Suppose that G is QCERF. If A is a finitely generated relatively quasiconvex subgroup of
G then every subset of A which is closed in PT (A) is also closed in PT(G).

Proof. By Lemma 5.22 every subgroup of finite index in A is finitely generated and relatively quasiconvex,
hence it is separable in G as G is QCERF. The claim of the lemma now follows from Lemma 4.13(b). O

The next statement is essentially a corollary of the combination theorem of Martinez-Pedroza (Theo-
rem 5.26).

Proposition 13.2. Suppose that G is QCERF. Let P be a maximal parabolic subgroup of G, let Q@ < G
be a finitely generated relatively quasiconver subgroup and let D = PNQ. Then there exists a finite index
subgroup H <y P such that all of the following properties hold:

HNQ=D;

the subgroup A = (H, Q) is relatively quasiconvez in G

A is naturally isomorphic to H xp Q;

D is separable in A;

every subset of A which is closed in PT (A) is also closed in PT(G).

Proof. Let C' > 0 be the constant provided by Theorem 5.26, applied to the maximal parabolic subgroup
P and the relatively quasiconvex subgroup @. By QCERF-ness, @) is separable in G, so by Lemma 4.16
there exists N <0y G such that minx (QN \ Q) > C. Therefore, after setting H = PN QN <y P, we get
miny (H \ D) =minx (H \ Q) > C.

Note that since D = PNQ C H C P, we have H N @Q = D. Hence we can apply Theorem 5.26 to
conclude that A = (H, Q) is relatively quasiconvex in G and is naturally isomorphic to the amalgamated
free product H *p Q.

Recall, from Lemma 5.24 and Corollary 5.23, that P is finitely generated and relatively quasiconvex
in G, hence it is separable in G by QCERF-ness. It follows that D = P N Q is separable in G, which
implies that it is separable in A by Lemma 4.13.

Observe that H and @ are both finitely generated, hence A is finitely generated and relatively quasi-
convex in GG. Therefore Lemma 13.1 yields the last assertion of the proposition, that every subset of A
which is closed in PT(A) is also closed in PT(G). O

By combining Proposition 13.2 with Proposition 12.1 we obtain the first double coset separability result
when one of the factors is parabolic and the other one is finitely generated and relatively quasiconvex.
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Proposition 13.3. Assume that G is QCERF. Let P be a mazimal parabolic subgroup of G, let R < G
be a finitely generated relatively quasiconvex subgroup of G. Suppose that D < P is a subgroup satisfying
the following condition:

(13.1) for each U <; D the double coset U(P N R) is separable in P.
Then the double coset DR is separable in G.

Proof. According to Proposition 13.2, there exists H <; P such that the subgroup A = (H,R) is
naturally isomorphic to the amalgamated free product H *g R, where E = PN R = H N R is separable
in A, and every closed subset from P7T(A) is separable in G.

Denote U = DN H <; D. By assumption (13.1), UE is separable in P. Since P is finitely generated
and relatively quasiconvex in G, we can conclude that UFE is separable in G by Lemma 13.1. As
UE C A < G, UE will also be closed in PT(A), so we can apply Proposition 12.1 to deduce that
the double coset UR is closed in PT(A). It follows that this double coset is separable in G' and, since
U <y D, Lemma 4.14 implies that DR is separable in G, as desired. (]

We can now prove that assumption (S3) of Theorem 11.3 holds as long as the relatively hyperbolic
group G is QCERF.

Corollary 13.4. Suppose that G is QCERF, P is a mazimal parabolic subgroup of G and Q < G is
a finitely generated relatively quasiconvex subgroup. Then for all finite index subgroups K <; P and
T <5 Q the double coset K'T' is separable in G.

Proof. Note that T is finitely generated and relatively quasiconvex in G by Lemma 5.22. Hence, to apply
Proposition 13.3 we simply need to check that for any U <; K the double coset U(P NT) is separable
in P. The latter is true because U(P NT) is a basic closed set in PT (P), being a finite union of right
cosets to U <y P. Therefore KT is separable in G' by Proposition 13.3. O

The proof of assumption (S2) of Theorem 11.3 is slightly more involved because the intersection of
two finitely generated relatively quasiconvex subgroups need not be finitely generated.

Proposition 13.5. Let P be a maximal parabolic subgroup of G, let Q, R < G be finitely generated
relatively quasiconver subgroups, let S = Q N R and D = PN Q. Suppose that G is QCERF and
condition (13.1) is satisfied. Then the double coset PS is separable in G.

Proof. Proposition 13.3 tells us that the double coset DR is separable in G, and G is QCERF so @ is
separable in G. Now, observe that DRNQ = D(RN Q) = DS, because D < Q. It follows that the
double coset DS is separable in G.

According to Proposition 13.2, there exists a finite index subgroup H <; P such that H N Q = D,
A = (H,Q) 2 Hx*p Q, D is separable in A and every closed subset in PT(A) is closed in PT(G).
The double coset DS is separable in A by Lemma 4.13, so HS is closed in PT (A) by Proposition 12.1.
It follows that HS is closed in PT(G), which implies that the double coset PS is separable in G by
Lemma 4.14. Thus the proof is complete. O

14. QUASICONVEXITY OF A VIRTUAL JOIN FROM SEPARABILITY PROPERTIES

In this section we will prove Theorems 1.2 and 1.3 from the Introduction. The latter follows from the
following result and the observation that a finite index subgroup of a relatively quasiconvex subgroup is
itself relatively quasiconvex (see Lemma 5.22).

Theorem 14.1. Let G be a group generated by a finite set X and hyperbolic relative to a finite collection
of abelian subgroups. Assume that G is QCERF. If Q, R < G are relatively quasiconvezr subgroups and
S = QN R then for every A > 0 there exists a finite index subgroup L <; G, with S C L, such that
properties (P1)-(P3) from Subsection 3.1 hold for arbitrary subgroups Q' < QN L and R' < RN L
satisfying Q' "R’ = S.

Proof. By combining the assumptions with Lemma 5.24, we know that maximal parabolic subgroups
of G are finitely generated abelian groups. Since such groups are slender, all relatively quasiconvex
subgroups of G are finitely generated (see [Hrul0O, Corollary 9.2]). Moreover, finitely generated abelian
groups are LERF, and hence, they are double coset separable (because the product of two subgroups is
again a subgroup). Therefore the double coset PS is separable in G for any maximal parabolic subgroup
P < G by Proposition 13.5.
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In view of Proposition 11.1, for any finite collection P, of maximal parabolic subgroups of G, and any
B,C > 0 there exists L <y G, with S C L, such that any subgroups Q' < @ N L and R’ < RN L satisfy
conditions (C1)—(C3), as long as @' N R’ = S. Remark 3.3 tells us that these subgroups automatically
satisfy conditions (C4) and (C5). Thus we can obtain the desired statement by applying Theorem 3.5. O

Corollary 14.2. Suppose that G is a QCERF group generated by a finite subset X and hyperbolic relative
to a finite family {H, | v € N'} of virtually abelian subgroups. Let Q, R < G be relatively quasiconvex
subgroups and let S = Q N R. Then there exists L <y G such that if @' < QN L and R < RNL
are relatively quasiconvex subgroups of G satisfying @' N R’ = S N L then the subgroup (Q', R') is also
relatively quasiconver in G.

Proof. By the assumptions for each v € N there exists a finite index abelian subgroup K, <; H,. Since
G is QCERF, each K, is separable in G (it is finitely generated by Lemma 5.24 and it is relatively
quasiconvex by Corollary 5.23). Thus, in view of Lemma 4.17, for every v € N there exists L, <; G
such that L, " H, = K,,.

Since |N] < oo, the intersection (), en Lv has finite index in G, hence it contains a finite index normal
subgroup G7 <y G. Note that for any g € G and any v € N we have

(14.1) GiNgH,g ' =g(GiNH,)g " Cg(L,NH,))g " =gK,g",

where the first equality follows from the normality of GG1, the middle inclusion follows from the fact that
G1 C L, and the last equality is due to the fact that L, N H, = K,. By Lemma 5.22, GGy is finitely
generated and relatively quasiconvex in G, hence, by [Hrul0O, Theorem 9.1] it is hyperbolic relative to
representatives of Gj-conjugacy classes of the intersections G1NgH,g~!, g € G. Thus, in view of (14.1),
all peripheral subgroups in G; are abelian.

By [Hrul0, Corollary 9.3], a subgroup of G is relatively quasiconvex in G; (with respect to the above
family of peripheral subgroups) if and only if it is relatively quasiconvex in G. Therefore Gy is QCERF
and Q1 = QNG <5 Q, Rt = RNG1 < R are finitely generated relatively quasiconvex subgroups
of G; by Lemma 5.22. After denoting S; = SN Gy = Q1 N Ry, we can apply Theorem 1.3 to find
a finite index subgroup L <y Gy such that S; C L (thus, S = SN L) and the subgroup (Q’, R') is
relatively quasiconvex in G7, for arbitrary Q' < Q1 NL =QNL and R' < Ry N L = RN L satisfying
Q' NR =Q1NRy =5;. We can use [Hrul0, Corollary 9.3] again to deduce that (Q’, R') is relatively
quasiconvex in G. 0

The following collects the results of the previous sections, allowing us to find subgroups @’ and R’ to
which Theorem 3.5 can be applied.

Proposition 14.3. Let G be a finitely generated QCERF relatively hyperbolic group with double coset
separable peripheral subgroups, and let Q@ and R be finitely generated relatively quasiconver subgroups.
Then for any B > 0,C > 0, and finite family P of mazximal parabolic subgroups of G, there are finite
index subgroups Q' <y Q and R’ <; R satisfying (C1)-(C5) with constants B and C and family P.

More precisely, writing S = Q N R, there exists L <; G with S C L such that for any L' <; L
satisfying S C L', we can choose Q' = QN L' <5 Q and there exists M <y L' with Q' C M such that
for any M’ <y M satisfying Q" C M’, we can choose ' = RN M' <y R.

Proof. We check that all the assumptions of Theorem 11.3 are satisfied for every P € P. Indeed,
assumption (S1) holds because G is QCERF and assumption (S3) is true by Corollary 13.4.

Note that the subgroups D = QN P and RN P are finitely generated by Lemma 5.24, hence condition
(13.1) follows from the double coset separability of P, thus (S4) is satisfied. Finally, assumption (S2)
holds by Proposition 13.5.

The statement now follows by applying Theorem 11.3. O

Theorem 14.4. Let G be a group generated by a finite set X and hyperbolic relative to a finite collection
of subgroups {H, | v € N'}. Suppose that G is QCERF and H,, is double coset separable, for each v € N
If Q, R < G are finitely generated relatively quasiconvex subgroups and S = Q N R then for every A > 0
there exist finite index subgroups Q' <; Q and R’ <; R which satisfy properties (P1)-(P3).

More precisely, there exists L <y G with S C L such that for any L' <j L satisfying S C L', we can
choose Q' = QN L' <j Q and there exists M <y L' with Q" C M such that for any M’ <; M satisfying
Q' C M', we can choose R' = RN M’ <; R.

Proof. Let P be the finite collection of maximal parabolic subgroups of G provided by Theorem 3.5. The
statement follows immediately from a combination of Theorem 3.5 with Proposition 14.3. O
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Recall that @ and R are said to have almost compatible parabolics if for every maximal parabolic
subgroup P < G, either QNP x RNP or RNP < QN P. We find that in the case when @) and R have
almost compatible parabolics, it is actually not necessary to assume that the peripheral subgroups are
double coset separable:

Theorem 14.5. Suppose that G is a finitely generated QCERF relatively hyperbolic group, Q,R < G
are finitely generated relatively quasiconvex subgroups with almost compatible parabolics and S = Q N R.
Then for every A > 0 there exist finite index subgroups Q" <; @ and R' <; R which satisfy properties
(P1)-(P3).

More precisely, there exists L <y G, with S C L, such that for any L' <y L, satisfying S C L', we
can choose Q' = QN L' <y Q and there exists M <; L', with Q" C M, such that for any M’ <; M,
satisfying Q' C M', we can choose R = RN M' <; R.

Proof. As before, we will be verifying the assumptions of Theorem 11.3. Let P be an arbitrary maximal
parabolic subgroup of G. Assumption (S1) follows from the QCERF-ness of G and assumption (S3)
follows from Corollary 13.4.

Let D = QNP and U <y D. Since @ and R have almost compatible parabolics and Q N P < U,
we know that either U < RN P or RN P < U. Note that both U and RN P are finitely generated by
Lemma 5.24 and relatively quasiconvex by Corollary 5.23, so they are separable because G is QCERF.
Lemma 4.15 now implies that the double coset U(R N P) is separable in G, thus condition (13.1) is
satisfied by Lemma 4.13. This shows that assumption (S4) of Theorem 11.3 is satisfied; furthermore,
assumption (S2) holds by Proposition 13.5.

We can now deduce the theorem by combining Theorem 3.5 with Theorem 11.3. (I

15. SEPARABILITY OF DOUBLE COSETS IN QCERF RELATIVELY HYPERBOLIC GROUPS

In this section we prove Corollary 1.4 from the Introduction.

Proof of Corollary 1.4. Let X be a finite generating set of G. Consider any g € G \ QR, and set
A = |g|x + 1. By Theorem 14.4 there are subgroups Q' <; @, R’ <; R satisfying properties (P1) and
(P3). The latter property, combined with the definition of A, implies that ¢ ¢ Q(Q’, R')R.

On the other hand, property (P1) tells us that H = (@', R') is relatively quasiconvex in G. Clearly it
is also finitely generated, hence it must be separable in G by QCERF-ness. Observe that since Q" and
R’ are finite index subgroups in @ and R respectively,

QHR: CJ 6 aiHbj,

i=1j=1

where a1,...,a, are left coset representatives of Q' in @, and bq,...,b,, are right coset representatives
of R' in R. Recalling Remark 4.12, we see that the subset QHR is separable in G, thus it is a closed
set containing QR but not containing g. Since we found such a set for an arbitrary g € G \ QR, we can
conclude that QR is closed in PT(G), as required. O

Corollary 1.6 from the Introduction can be proved in the same way as Corollary 1.4, except that one
needs to use Theorem 14.5 instead of Theorem 14.4.

Part III. Separability of products of subgroups

This part of the paper is dedicated to proving Theorem 1.8 from the Introduction. In order to do this
we must generalise the discussion of path representatives in Sections 6-8, adapting the arguments there
to deal with additional technicalities. Let us give a summary of the argument.

Let G be a QCERF finitely generated relatively hyperbolic group with a finite collection of peripheral
subgroups {H, | v € N'}. Suppose that, for each v € N, the subgroup H, has property RZ;. Let
Fy, ..., Fy < G be finitely generated relatively quasiconvex subgroups. In order to show that the product
Fy ... F, is separable, we proceed by induction on s. The case that s = 1 is the QCERF condition and
s = 2 is Corollary 1.4, so we may assume s > 2. For ease of reading we now relabel the subgroups
F=Q,F,=R,F;=T,...,Fs =T, where n=s—2 > 0.

We approximate the product QRTj ... T, with sets of the form Q(Q', R')RT; ... T,,, where Q' <; Q
and R’ <; R are finite index subgroups of ) and R respectively. Observe that we can write these sets
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as finite unions

(15.1) QQ,R)RTy ... Ty, = | Jai(Q', R, Ty ... T,

i,j
where the elements a; and b; are coset representatives of Q" and R’ in @ and R respectively. Note that
the products on the right-hand side of (15.1) now involve only s — 1 subgroups. By Theorem 1.2, the
subgroups @’ and R’ can be chosen so that (@', R') is relatively quasiconvex, hence we can apply the
induction hypothesis to show that such products are separable in G.

It then remains to prove that the product QRTy ... T, is, in fact, an intersection of subsets of the
form Q(Q', R')RT) ...T,, as above. To this end, we study path representatives ¢p; ...pnrt1 ...t of
elements of Q(Q', R'YRT; ...T,, in a similar manner to Part II. The main additional difficulty comes
from controlling instances of multiple backtracking that involve segments in the ¢; ... t,, part of the path.
We introduce new metric conditions (C2-m) and (C5-m) to deal with these technicalities.

16. AUXILIARY DEFINITIONS

Convention 16.1. We write G for a group generated by a finite set X and hyperbolic relative to a
family of subgroups {H, | v € N}, IN] < oo. Let H = | |, (H, \ {1}) and choose § € N so that the
Cayley graph I'(G, X U#H) is d-hyperbolic (see Lemma 5.4).

We will assume that @, R,T1,...,T,, < G are fixed relatively quasiconvex subgroups of G, with
quasiconvexity constant € > 0, where m € Ny. Denote S = Q@ N R.

Throughout this section we use Q' and R’ to denote subgroups of @ and R respectively. We will also
assume that @' "R’ = QN R =S (that is, @' and R’ satisfy (C1)).

16.1. New metric conditions. Suppose B, C' > 0 are some constants, P is a finite collection of maximal
parabolic subgroups of G, and U is a finite family of finitely generated relatively quasiconvex subgroups
of G. We will be interested in the following generalisations of conditions (C2) and (C5) to the multiple
coset setting:

(C2-m) miny (R<Q’,R’>RT1 ...T;\ RT}. Tj) > B, for each j = 0,...,m;

(C5-m) miny (q< L RO Rp(U)p ... (U)p \ aQpRp(U)p . .. (Uj)P) > C, for each P € P, all g € Qp,
any j € {0,...,m} and arbitrary Uy,...,U; € U, where (U;)p =U; NP < P.

Remark 16.2. Let us make the following observations.
e When j = 0, the inequality from condition (C2-m) reduces to minx (R(Q’, R"YR\ R) > B, which
is a part of (C2); on the other hand, the inequality from condition (C5-m) simply becomes (C5).
In particular, for each m > 0, (C5-m) implies (C5).
e In our usage of (C5-m), the set U will consists of finitely many conjugates of T1, ..., T,,; in fact,
Uiy =T/, for some a; € G,i=1,...,m.

Remark 16.3. Similarly to conditions (C1)-(C5), the above conditions are best understood with a view
towards the profinite topology.

e To prove separability of products of relatively quasiconvex subgroups we argue by induction on
the number of factors. That is, we assume that the product of m + 1 relatively quasiconvex
subgroups is separable and then deduce the separability of the product of m + 2 relatively
quasiconvex subgroups. The existence of finite index subgroups Q' <; @ and R’ <; R realising
condition (C2-m) will be deduced from this inductive assumption.

o The existence of finite index subgroups Q' <; @ and R’ <; R realising condition (C5-m), given a
finite family U, will be deduced from the assumption that the peripheral subgroups {H, |v € N'}
of G each satisfy the property RZ,, 2.

16.2. Path representatives for products of subgroups. In this subsection we define path rep-
resentatives for elements of Q(Q’, R')RT; ...T,, similarly to the path representatives for elements of
Q(Q’, R")R from Definition 10.6 and discuss their properties.

Definition 16.4 (Path representative, III). Let g be an element of Q(Q’, R'YRT; ... T,,. Suppose that
pP=qp1...ppTt1 ...ty is a broken line in I'(G, X U H) satisfying the following properties:
*D=g;
e g€ Qand ¥ € R;
e p, € QUR foreachic{l,...n};
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e t; € T; for each i € {1,...m}.
Then we say that p is a path representative of g in the product Q(Q', R')RT) ... Tp,.

The type of a path representative is defined as before (cf Definitions 6.3 and 10.7).

Definition 16.5 (Type and width of a path representative, III). Let g € Q{(Q’, R")RT; ...T,, and let
P =qp1...pnrt1...1, be a path representative of g in the sense of Definition 16.4. Denote by Y the set
of all H-components of the segments of p. We define the width of p as the integer n and the type of p as
the triple

() = (n.00). 3 lvlx) € N

yey

The following observation will be useful.
Remark 16.6. Suppose g € Q(Q', R'YRT; ... T,, can be written as a product
G =TY1 ... Yp2UL ... Up,

where € Q, y1,...yn € Q UR', 2 € R and u; € Ty, for each ¢ = 1,...,m. Then ¢ has a path
representative of width n.

Similarly to path representatives of elements of (', R') (in the sense defined in Section 6), we will be
interested in path representatives whose type is minimal (as an element of No? under the lexicographic
ordering). Given an element g € Q(Q', R')RT) ... T,,, such a path representative is always guaranteed
to exist. Let us make the following observation (cf Remark 10.8).

Remark 16.7. Suppose that p = qp; ... pnrt1 ... 1, is a minimal type path representative of an element
g€ Q(Q,R)RT, ... Ty, such that g ¢ QRT, ... T,,. Thenn >0, p1 € R'\ S, p, € Q" \ S and the labels
of p1,...,pn alternate between representing elements of R’ \ S and @’ \ S. In particular, the integer n
must be even.

Note that in Definition 16.4 the geodesic paths ¢, r and t4,...,t,, are always counted as segments of
the path p, even if they end up being trivial paths. For example a minimal type path representative of an
element g € R'Q'Ty ... T,, \ QRT; ... T,, will be a broken line p = gp1part; .. .t, with m + 4 segments,
where ¢ and r are trivial paths.

The proofs of the main results from Sections 6 and 7 can be easily adapted to apply to minimal type
path representatives of elements g € Q(Q', R')RT ... T, \ QRT} ... T,, (in the sense of Definitions 16.4
and 16.5), with only superficial differences, so the proofs of the following generalisations of Lemmas 6.7,
7.3 and 7.6, respectively, will be omitted.

Lemma 16.8. There is a constant Cy > 0 such that the following holds.

Assume that Q' < Q and R’ < R are subgroups satisfying condition (C1). Consider any element
g € QQ ,RYRT,...T,, withg ¢ QRTy...T,,. Let p = qp1...purt1 ...ty be a path representative of
g of minimal type, with nodes fo,..., fntmi2 (that is, fo = q—, fi = (pi)—, for each i € {1,...,n},
fovr =7—, furaiy = ()=, for each j € {1,...,m}, and foymia = (tm)+). Then (fi—1, fiy1)} < Co,
forallie{l,....n+m+1}.

Lemma 16.9. There is a constant C7 > 0 such that the following is true.

Let @ < Q and R’ < R be subgroups satisfying condition (C1). Consider a minimal type path
representative p = qpy ...ppTt1 ...ty for an element g € Q(Q', RYRTy ... T,, \ QRTy ... T,,. If a and
b are adjacent segments of p, with ay = b_, and h and k are connected H-components of a and b
respectively, then dx (hy,ay) < Ci and dx (a4, k_) < Cy.

Lemma 16.10. For any ¢ > 0 there is ©g = ©¢(¢) € N such that the following is true.

Let @' < Q and R’ < R be subgroups satisfying condition (C1). Consider a minimal type path
representative p = qpy ...ppTty ... tym for an element g € Q(Q',RHYRTy ... T,, \ QRT: ... T,,. Suppose
that a and b are adjacent segments of p, with a;. = b_, and h and k are connected H-components of a
and b respectively, such that

max{|h|y, |k|x} = Oo.

Then dx(h—, ki) > (.
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17. MULTIPLE BACKTRACKING IN PRODUCT PATH REPRESENTATIVES: TWO SPECIAL CASES

Just like in Theorem 3.5, the main difficulty in proving Theorem 1.8 consists in dealing with multiple
backtracking in path representatives. In this section we will consider two of the possible cases. We will
be working under Convention 16.1.

Throughout the rest of the paper we fix the following notation.

Notation 17.1. let C; be the larger of the two constants provided by Lemmas 7.3 and 16.9, and denote
by P the finite collection of maximal parabolic subgroups of G given by

Py ={H,L|veN, by <Ci}.
The following lemma is roughly analogous to Lemma 8.2.

Lemma 17.2. For any L > 0 and any relatively quasiconvexr subgroup T < G there is a constant
L' =L (L,T) > 0 such that the following is true.

Let P = H,® € Py, for some v € N and b € G, with bl < Ch, and let t be a geodesic path in
(G, X U#H), witht € T. Suppose that v € Pb=bH, is a vertez of t and u € P is an element satisfying
dx(u,t_) < L. Denote a=u"1't_ € G. Then there is a geodesic path t' in T'(G, X UH) such that

. t~’7 =u and dx (', ,v) < L';

ot/ TN P;

o (t\) 'ty €al.
Proof. Let K = max{Cy,0 + L}, where ¢ > 0 is a quasiconvexity constant for 7. Denote
(17.1) L' = max{K'(P,T*,K) | P € P1, a € G, |a|]x <L},
where K'(P,T%, K) is obtained from Lemma 4.1.

The hypotheses that v € Pb and |b|y < C imply that dx(v,P) < |b|y < Cy. As u € P, we have
P =P and so

(17.2) dx(U,uP) < Cl.
Set & = t_ = ua. Since t € T, we have dx (v,2T) < 0, as T is o-quasiconvex. Hence
dx (v,uT") = dx(v,2Ta ") < dx(v,2T) + |a|x <o+ L.

Combining the latter inequality with (17.2) allows us to apply Lemma 4.1 to find an element z €
u(T* N P) such that dx(v,z) < L', where L' > 0 is the constant from (17.1). Now take ¢’ to be any
geodesic in I'(G, X UH) with ¢ = and !, = 2. It is straightforward to verify that ' satisfies the first
two of the required properties. For the last property, observe that

_ _ ~1 ~
() My = ((#) ) (ue) (¢=M4) = ol € T"aT = aT, O
The following notation will be fixed for the remainder of the paper.

Notation 17.3. Let D be the constant from Lemma 8.2, corresponding to C; and P; (from Nota-
tion 17.1) and subgroups @, R. We define constants L1, ....L.,+1 as follows:

Li=D+Cy and L;=L'(L;,T;)+Cy, foreachi=1,...,m,
where L' is obtained from Lemma 17.2.

We also define the family of subgroups

m

w = {77

i=1

ie{l,....,m},g€Glgly gLi}7

consisting of finitely many conjugates of the subgroups Ti,...,7,,. Note that, by Lemma 5.22, each
U € U, is a relatively quasiconvex subgroup of G.

The next proposition describes how we deal with consecutive backtracking that involves the ;... t,,-
part of a path representative of an element g € Q(Q', RYRT;...T,, \ QRT) ... T,,; it complements
Proposition 8.4 which takes care of backtracking within the ¢p; ... p,r-part.

Proposition 17.4. Suppose that p = qpy ... part1 ... tm 1S a path representative of minimal type for an
element g € Q(Q',RYRT, ... T,, \QRT; ... T, where Q' < @ and R’ < R are some subgroups satisfying
(C1). Let P = H\eP, for some v e N and b € G, with |b|, < Cy.
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Suppose that hi,...,h; are connected H,-components of the segments t1,...,1;, respectively, with
j€{1,...,m}, such that (hy)— € Pb = bH,. If uy € P is an element satisfying dx (uy, (t1)-) < Ly
then there exist elements a1, ..., a; € G and a broken line t; ...t; in I'(G, X UH) such that the following
conditions hold:

(i) (1) =wu1 and dx ((t})+, (hj)4) < Ljta;

(ii) aj+1 € a;T;, fori=1,...,5 —1;
(iii) a; = (t9)="(t;)— and |a;|x < Ly, for eachi=1,...,5;
() t, e T NP, foralli=1,...,].

Proof. We start by setting a; = uy'(t1)—, so that |ay|y = dx(ug,(t1)-) < Li. Note that (hy)y =
(h1)_hy € bH, = Pb. Therefore we can apply Lemma 17.2 to find a geodesic path ¢} in T'(G, X UH)
such that (¢])- = u1, dx((t))+, (h1)+) < L'(L1,T1), t) € T/* NP and

(17.3) )3 (t)+ € arTh.

It follows that properties (ii)—(iv) are satisfied for i = 1, while property (i) holds because Ly > L'(L1,T})
by definition. If j = 1 then property (ii) is vacuously true.

We can now suppose that 7 > 1. Then h;y is connected to the component hs of t9, so, according to
Lemma 16.9, dx ((h1)+, (t1)1) < C1. Set ug = (#})+ and az = uy ' (t1)4. Note that as € a;T) by (17.3)
and

lag|x = dx((t1)], (t1)+) < dx((t1)+, (h1)+) +dx ((h1)+, (t1)4) < L'(L1, Th) + Cy = La.

Since (tg)_ = (t1)+, we see that ag = U;l(tg)_ and dx(UQ, (t2)_) = |a2|X S L2.

Now, observe that uy = u1t71 € Pand (h2)+ € bH, = Pb, as hs is connected to h;. This allows us to use
Lemma 17.2 to find a geodesic path t} in T'(G, X UH) such that (t5)_ = us = (#])+, dx((t5)+, (he)+) <
L' (Ly, Ty), tA’; € T5? N P and ()} 'ts € a2Ts (see Figure 8).

FIGURE 8. The new path ¢, ...t constructed in Proposition 17.4.

If j = 2 then we are done, otherwise we construct the remaining elements as,...,a; and the paths
th,... ,t; inductively, similarly to the construction of as and t,, above. ([l

The next two propositions prove that, under certain conditions, instances of multiple backtracking
are long. Essentially, they generalise Proposition 8.5. The first of these shows how we can use condition
(C5-m) to deal with particular instances of multiple backtracking.

Proposition 17.5. For each { > 0 there is a constant Cy = Co(¢) > 0 such that if @' < Q and R’ < R
satisfy conditions (C1), (C3) and (C5-m) with constant C' > Cy and finite families P and U, such that
P1 CP and Uy CU, then the following is true.

Let p = qp1 ... pnrty ...ty be a minimal type path representative for some g € Q(Q', RYRTy ... Ty,
with g ¢ QRTy ... T,,. Suppose that p has multiple backtracking along H,-components hy, ..., hy of its
segments, for some v € N, such that

e hy is an H,-component of either q or p;, for some i € {1,...,n— 1}, with p; € Q’;
o hy is an H,-component of a segment t;, for some j € {1,...,m}.
Then dx ((h1) ., (hy)+) > C.
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Proof. Take
Cy =max{20,,D+C+L;|j=1,...,m+1} +1,
where D and L; are defined in Notation 17.3, and suppose that C' > Cs.

The proof employs the same strategy as Proposition 8.5: we first construct a path whose endpoints
are close to (hy)— and (hy)+ and whose label represents an element of a parabolic subgroup. We will
then obtain a contradiction with the minimality of the type of p, using condition (C5-m).

We will focus on the case when hy is an H,-component of p;, for some i € {1,...,n—1} with p; € Q’,
with the case when hq is an H,-component of ¢ being similar. Note that since g ¢ QRT} ... T}, it must
be that n > 2 by Remark 16.7. After translating by (pi)jrl, we may assume that (p;)+ = 1. We write
b = (h1)+ and note that, according to Lemma 16.9,

(17.4) 1blx = dx((h1)+,(pi)+) < Ch.

Let P=0bH,b~' € P; C P. Since hy, ..., h; are pairwise connected, the vertices (h;), lie in the same
left coset bH,, for all I =1,...,k, thus
(17.5) (hi)+ € Pb, foralll=1,... k.

We construct a new broken line p’ = pj...p,r't] ...t} in two steps. It will be used in conjunction
with condition (C5-m) to obtain a path representative of g with lesser type than p.

Step 1: we start by constructing geodesic paths pj,pi ,...,p), and ' by using condition (C3) and
applying Lemmas 8.2 and 8.3, in exactly the same way as in the proof of Proposition 8.4. The newly
constructed paths will have the following properties:

P, €Qp,p) € QpURp, foreach il =i+1,...,n, and 1’ € Rp;

dx ((pj)—, (h1)-) < D and (pj)+ = (pi)+ = 1;

P+ = (pry1)— forl=i,....,n—1;

r’ = (py)+ and dx (1), (hk—;)+) < D;

)3 ()4 € S, forl=i+1,...,n.

Step 2: we now construct geodesic paths t,...,t’ as follows. Set u; = (1)1 and observe that since
(Piy1)— = (pi)+ =1, we have

Uy :pgﬂ...}Z;’ eP
By Lemma 16.9, we have dx ((hx—;)+, (t1)—) = dx((hk—j)+,7+) < C1. Moreover, by Step 1 above,
dx (u1, (hk—;)+) < D. Therefore
dx(uy,(t1)-) < C1+ D =Ly.

Together with (17.5) this allows us to apply Proposition 17.4 to find elements aq,...,a; € G and a
broken line #1, ...t} in T'(G, X UH) such that

()~ = uy and dx ()4, (h)+) < Ly
a1 €y, forl=1,...,5—1;

a; = ()= (t;)— and |ay|y < Ly, for each 1 =1,...,7;
e NP, foralll=1,...,7.

Observe that

(7.6) M= ()2 W) =uitre = L7007 )
=" (0,)3 (pa)+7 € RPSRC R.
We now define a new broken line p’ in T'(G, X UH) by
po=ph. .ot
Note that dx (p’, (h)-) < D, dx (), (he)+) < Lj1 and p/ € pi{(Qp, Rp)Rp(T{")p ... (T}*) p, where
p; € Qp. Moreover, T/ € Uy CU, for each I =1,...,j.
Now, suppose, for a contradiction, that dx ((h1)-, (hx)+) < ¢. Then, by the triangle inequality,
P |x <D+ ¢+ Ljyy < Co.

Thus, as C > Cy, we can apply (C5-m) to deduce that p’ € ];;Q'PRP (T )p... (T;-lj)p. Therefore, there
exist elements z € 1;;@’13, re€ Randy, €T}, 1l =1,...,7, such that ];’ = zxyy? y;l’ By construction,
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for each I = 1,...,j — 1 there is b; € T} such that a;41 = a;b;, and so a; "a;+1 = by € T}. Recalling that
(P)+ = (pi)+ = 1, the above yields

(17.7) P = zzyt .. y;” = zaxay1y1bryabs . .. bj,lyjajfl.

Let a and (3 be geodesic segments in I'(G, X UH) connecting (p;)— with (p;)— and (¢})+ with (¢;)+
respectively. Since (p;)+ = (p})+, we have

(17.8) G = ()= () = ()= 00)+ )T W) - =Pipl -

On the other hand, it follows from the construction that

-~ ~—1 . ~ ~—1 ~ .
(17.9) B=)5 ) =1 )N -t =t ajty € T} a;Ty = a;T;.
The broken lines p and v = gp1 ... pi—1ap’Btj41 ...ty have the same endpoints in I'(G, X U H). Hence,
in view of (17.8) and (17.7), we obtain

g=P=F=qpr-..pic1ap Bti1...tm
.~ o~
(1710) =qpi-- .pifl(pi pg )(zxalylblygbg N bj,1yjaj 1)5 tj+1 . tm
o~ PSR
=qp1---pic1(Pip;  2)(war)(yib1) ... (yj—1b;-1)(y;ja; "B)tj1 -t

Recall that § € Q, p1,...,pic1 € @ UR and t; € T}, for | = j +1,...,m, by definition. On the
~_1 -1 ~

other hand, p;p, z€Q'p, p,Qp=0Q, xa; € Rby (17.6) and y;b; € T}, foreach I =1,...,j — 1, by

construction. Finally, yjaj_l RS Tjaj_lajTj =T} by (17.9). Thus, following Remark 16.6, the product

decomposition (17.10) for g gives us a path representative of g with width ¢ < n. This contradicts the
minimality of the type of p, so the proposition is proved. O

Condition (C2-m) can be used deal with another case of multiple backtracking.

Proposition 17.6. For every ¢ > 0 there is a constant By = B1(¢) > 0 such that if @' < Q and R’ < R
satisfy condition (C2-m) with constant B > By then the following is true.

Let p = qpy1 ...pprty ...ty be a minimal type path representative for some g € Q(Q', R')RT) ... Ty,
with g ¢ QRTY ... Ty, and let v € N. Suppose that p has multiple backtracking along H,-components
hi,...,h; of its segments such that

e hy is an H,-component of p;, for some i € {1,...,n— 1}, with p; € R';
o hy, is an H,-component of t; for some j € {1,...,m}.

Then dx ((h1) -, (hx)+) = C.

Proof. Take B; = (+2¢+1, where € > 0 is a quasiconvexity constant for the subgroups R and 11, ...,T;,
(as in Convention 16.1), and let B > B;. Suppose, for a contradiction, that dx ((h1)—, (hx)+) < C.
Since p; € R’, we have dx((h1)—,(p;)+ R) < &, by the quasiconvexity of R. Therefore there is a

geodesic path p} in T'(G, X UH), such that ]Z € R, dx((p})—,(h1)-) <e and (p))+ = (p;)+. Similarly,
using the quasiconvexity of 7j, we can find a geodesic path ¢} in I'(G, X U #H), such that tz e Ty,
(t;)- = (t;)- and dx ((t})+, (h)+) < e. Let p’ be the broken line pip;y1...parts ... t;_1t}.

Observe that p/ € R(Q', R')RT ... T; and, by the triangle inequality, |p’|y < (+2¢. Therefore we can

apply condition (C2-m) to P’ to find that p/ = zy; .. .y;, where x € R and y; € T}, foreach I =1,...,7.

r—=1 y—1

The broken lines p and v = gp1...pip;  p't; ;... .ty have the same endpoints, hence

~ o~ — o~ =1~ ~=1 - N
(17.11) g=P=7=qp1---pip; Pt; tj...tm

~~ . ~—1 ~—1 ~ — —
=qp1---pici(ip; Ty Y1yt )t e
~—1 ~—=1 <
Note that p;p, z € R and y; t; t; € Tj. In view of Remark 16.6, the product decomposition of g
from (17.11) can be used to obtain a path representative p” of g with width ¢ — 1 < n. Thus the type of
p" is strictly less than the type of p, which yields the desired contradiction. O
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18. MULTIPLE BACKTRACKING IN PRODUCT PATH REPRESENTATIVES: GENERAL CASE

Propositions 8.5, 17.5 and 17.6 above show that for g € Q(Q', R)RTy ... T, \ QRT} ... T,,, instances
of multiple backtracking in a minimal type path representative p = ¢p; ...p,7t1 ... t,, that start at a
component of ¢, p1,..., or p,_1, are long. We cannot draw the same conclusion in all cases since we
have no control over the elements 7,1, ... 71?,,:. Therefore in this section we use a different approach.
Proposition 18.3 below shows that in the remaining cases we can find a path representative with one of
the segments from the tail section rt; . ..t,, being short with respect to the proper metric dx. Note that
the main constant &y = &y(Q’, ¢), produced in this proposition, will depend on @’ (unlike the constants
Cy, D, C5(C), B1(C), - .., defined previously) but will be independent of R'.

As before, we work under Convention 16.1. We will also keep using Notation 17.1 and 17.3. Let us
start with the following elementary observation.

Lemma 18.1. For any { > 0 and any given subsets A1,...,Ax C G, k > 1, there is a constant
£ =¢&(C, A1, .., Ag) > 0 such that if g € Ay ... Ay and |g|x < (, then there exist a1 € Ay,. .., ai € Ay
such that g = ay ...a, and |a;|y <&, for allie {1,... k}.

Proof. For each g € A; ... Ay, fix some elements a1 4 € A1,...,a5,9 € A such that g=a; 4...a5,4. Now
we can define

5:max{|a1,g|x,...,|ak7g|x g€ A A, gl < C} < 0.
Clearly £ has the required property. O

Definition 18.2 (Tail height). Suppose that @’ < @, R < R and p = gp1...pnrt1 ...ty is a path
representative of an element g € Q(Q’, R')RT) ... T,,. The tail height of p, thx(p), is defined as

thx(p) = min{|r|X7 |t1|X’ R |tm—1|x}~

Proposition 18.3. For each ¢ > 0, let Cy = C3(¢) be the larger of the two constants provided by
Propositions 8.5 and 17.5, and let B; = Bi(¢) be given by Proposition 17.6. Set By = Bs({) =
max{Cs(C), B (O)}.

Suppose that Q' < Q is a relatively quasiconvexr subgroup of G containing S = Q N R. Then there
exists a constant & = &o(Q’,¢) > 0 such that if R' < R and ', R’ satisfy conditions (C1)-(C4), (C2-m)
and (C5-m), with constants B > By and C > Cy and collections of subgroups P 2 Py and U D Uy, then
the following is true.

Let p = qpy ... purty ...ty be a minimal type path representative for some g € Q(Q', RYRTy ... Ty,
with g ¢ QRTy ... T,,. Suppose that p has multiple backtracking along H-components hy,..., hy of its
segments, with k > 3 and dx((h1)—, (hx)+) < . Then m > 1 and there is a path representative p’ for g
(not necessarily of minimal type) such that thx (p') < &.

Proof. Let ¢ > 0 be a quasiconvexity constant for Q'. Take & = & (Q’,{) > 0 to be the maximum,
taken over all indices i and j satisfying 1 <14 < j < m, of the constants

g(C+€+€/’Q/’R;Th~-~7Tj)7 £(§+255R7T17"'7Tj) and 5((4’2571_‘77571])7

obtained from Lemma 18.1.

Suppose that hy,...,h; are as in the statement, with dx((h1)_, (hx)+) < ¢. There are four possible
cases to consider, depending on the segments of p to which the H-components h; and hy belong to. If
hy is an H-component of one of the segments ps,...,p, or r, then one obtains a contradiction to the
minimality of type of p by following the same argument as in Proposition 8.5 (recall that (C5-m) implies
(C5) by Remark 16.2).

If hy is an ‘H-component of one of the segments ¢, p1, ..., pn—1 and hy is an H-component of one of the
segments t1,...,t,, we obtain a contradiction by applying either Proposition 17.5 or 17.6 (depending
on whether hy is a component of a segment of p representing an element of @) or R, respectively).

It remains to consider the possibility when h; is an H-component of one of the segments p,,, 7, t1, ..., .
It follows that hy is an H-component of ¢;, for some j € {1,...,m}, in particular m > 1. For simplicity
we treat only the case when h; is an ‘H-component of p,; the remaining cases can be dealt with similarly.

Note that p,, € Q" by Remark 16.7. By the relative quasiconvexity of @’ and Tj there are geodesic
paths o and § in I'(G, X U H) satisfying

dx(a—,(h)-) <€, ay = (pp)+ and @ € Q'

B_=(t;)—, dx(By,(hi)y) < e and B € Tj.
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Let v = arty ... tj—1 5. Observe that ¥ € Q'RT) ... T; and, by the triangle inequality,

Vx =dx(a_,B4) <& +(+e.

Thus, applying Lemma 18.1, we can find elements z € Q', y € R, 2z € T1, ..., z; € T; such that
v =ayz ...z and
(18.1) lylx < &o-

Therefore

g=D=qp1...pn@ @)t ...5; (BBt
(18.2) —Gp1...pna YABTE

=Gp1---poa(pnat z)yz1...zj-1(z; B

Yttt

Following Remark 16.6, the product decomposition (18.2) gives rise to a path representative p’ =
q'py...pLr'ty ...t for g, where ¢/ =g € Q,pi=p, € QUR fori=1,....n—1,p, =p,a tzeqQ,

r"=yeR t)=zyncTforl=1...5-1, t;:zjﬂflt; e T; andtZ:tNSETs, fors=54+1,...,m.
In view of (18.1), we see that thx (p') < |y|y < &o, so the proof is complete. O

The following proposition is an analogue of Lemma 10.3. It employs the constant ¢p = max{Cy, 146},
where Cj is provided by Lemma 16.8, and the constants A = A(¢g) > 1 and ¢ = ¢(¢p) > 0, given by
Proposition 9.4.

Proposition 18.4. For any n > 0 there are constants { = ((n) >0, C3 = C3(n) >0, ©; = O1(n) € N
and B3z = Bs(n) > 0 such that if Q' < Q is a relatively quasiconvezr subgroup of G and B > Bs, C > Cj
then there exists E = E(n,Q’, B) > 0 such that the following holds.

Suppose Q' and some subgroup R' < R satisfy conditions (C1)-(C4), (C2-m) and (C5-m), with con-
stants B and C, and families P O P1 and U O Uy. Let p be a minimal type path representative for an
element g € Q(Q',RYRTy ... T, \ QRT ... T,,. Assume that for any path representative p’ for g we
have thx (p') > E. Then p is (B, co,(, ©1)-tamable.

Let X(p,©1) = foerf1... e fi denote the O1-shortcutting of p, obtained by applying Procedure 9.1, and
let e} be the H-component of ¥(p, ©1) containing ej, j =1,...,1. Then X(p,©1) is a (A, ¢)-quasigeodesic
without backtracking and |e;’X >mn, foreach j =1,...,1.

Proof. The proof is similar to the argument in Lemma 10.3. Let us define the necessary constants:

¢ =¢(n,cp) is the constant from Proposition 9.4;

©1 = max{6¢((), (}, where O is the constant from Lemma 16.10;

Bs(¢) and C3 = C3(¢) are the constants provided by Proposition 18.3;

B; = max{By(©1, cp), B2({)}, where By(O1,cp) is the constant from Proposition 9.4;
and, finally, for any given B > B3, C > (3, we set

o F=max{B,&(n, Q")+ 1}, where &(n,Q’) is the constant from Proposition 18.3.

Suppose that Q’, R, g and p = gp1...p,rt1 ...t are as in the statement of the proposition. We will
now show that p is (B, ¢, ¢, ©1)-tamable.

Since @' and R’ satisfy (C2), Lemma 10.1 together with Remark 16.7 imply that |p;|, > B, for
each i = 1,...,n. Moreover, by assumption, |r|y,[ti|y,...;|tm-1]x = E > B, so condition (i) of
Definition 9.3 is satisfied. On the other hand, condition (ii) is satisfied by Lemma 16.8.

If condition (4ii) of Definition 9.3 is not satisfied then p must have consecutive backtracking along
‘H-components hq, ..., hy of its segments, such that

max{\hi|x li=1,.. k} >0, and dx((h1)_, (he)s) < C.

Lemma 16.10 rules out the case of adjacent backtracking (k = 2), so it must be that k¥ > 3. That
is, hi,..., hg is an instance of multiple backtracking in p. Proposition 18.3 now applies, giving a path
representative p’ for g with thx(p') < &(n,Q’) < E. This contradicts a hypothesis of the proposition,
so p must also satisfy condition (44).

Therefore p is (B, co, ¢, ©1)-tamable, and we can apply Proposition 9.4 to achieve the desired conclu-
sion. O
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19. USING SEPARABILITY TO ESTABLISH CONDITIONS (C2-M) AND (C5-M)

In this section we exhibit, under suitable assumptions on G, the existence of finite index subgroups
Q' <; Q and R’ <; R satisfying conditions (C1)-(C4), (C2-m) and (C5-m).
Lemma 19.1. Let G be a group generated by finite set X, let Q, R, Ty, ..., Ty < G be some subgroups,
and let S = QN R. Suppose that RT; ... T is separable in G, for eachl =0,...,m. Then for any B >0

there is a finite index subgroup N <; G, with S C N, such that arbitrary subgroups @ < Q N N and
R' < RN N satisfy condition (C2-m) with constant B.

Proof. For eachl € {0,...,m} the product RTj ... T, is separable, so, by Lemma 4.16(b), there is a finite
index normal subgroup M; <y G such that

(19.1) miny (RTy ... M\ RTy...T;) > B, foralll =0,...,m.
Define the subgroup M = ﬂ?io M; <y G, and take N = SM <; G. Observe that
(19.2) RNRITy... Ty =RSMRTy... T, = RSRTy ... TiM = R1y... T;}M, forall [ =0,...,m.

Now choose arbitrary subgroups Q' < Q@ N N and R’ < RN N, so that (Q', R’) C N. Since M C M; for
all I, we can combine (19.1) with (19.2) to draw the desired conclusion. O

The next statement is similar to Theorem 11.3.

Lemma 19.2. Suppose that G is a group generated by finite set X and m € Ny. Let Q, R < G be some
subgroups, and let P,U be finite collections of subgroups of G such that

(1) each P € P has property RZy1o;

(2) the subgroups Q NP, RN P and U N P are finitely generated, for all P € P and oll U € U;

(3) if PeP, K<j5 P and L <s Q then KL is separable in G.
Then for any C > 0 and any finite index subgroup Q" <; Q, there is a finite index subgroup O <; G,
with @ C O, such for any R < RN O the subgroups Q' and R’ satisfy (C5-m) with constant C' and
collections P and U.

Proof. As usual, for subgroups H < G and P € P we denote HN P by Hp.

Fix an enumeration P = {Pi,..., Py} and let Q' <y @ be a finite index subgroup of Q. Given any ¢ €
{1,...,k}, we choose some coset representatives a;1,...,ain, € @p, of Qp, so that Qp, = |_|;l=1 ai;Q'p, -
Let U be the finite set consisting of all I-tuples (Uy,...,U;), where I € {0,...,m} and Uy,...,U; € U.

Consider any i € {1,...,k} and u = (Uy,...,U;) € U, where [ € {0...,m}. Note that Q) <; Qp,
is finitely generated, for each ¢ = 1,...,k, since Qp, is itself finitely generated by assumption (2).
Combining assumptions (1) and (2), the subset Q' Rp, (U1)p, - - . (U1)p, is separable in P;. Therefore, by
Lemma 4.16(c), for any C > 0 there is F;,, <7 P; such that

(19.3) minX (aijQ;:’iFi7ERPi(U1)Pi ‘e (Ul)Pi \aijQ/PiRPi(Ul)Pi cee (Ul)P,i) Z C,

forall j=1,...,n;.
Define K; , = Q'p I <y P;. Then (19.3) implies that for every j = 1,...,n; we have

(194) minX (aini&Rpi (Ul)Pi [N (Ul)Pi \aijQ;?iRPi(Ul)Pi [N (Ul)pi) Z C.

Assumption (3) tells us that the double coset K;,Q" is separable in G, and since Q' N P; = Qp, C
K u, we can apply Lemma 11.2 to find a finite index subgroup O;, <; G such that Q" C O;, and
O0; NP CK,,.

We can now define a finite index subgroup O of G by

k
O=(1[)0iwu<sG.
i=1uel
Observe that Q' C O and ONP, C K, ,, for each i = 1,...,k and all u € U. Consider any subgroup
R < RNO. Then Q}% U R}DI_ C ON P, s0 (19.4) yields that

(19.5) min (ai;(Qp, Rp ) Rp,(U) - (U)p, \ asg@p, R, (U)p, - (U)p,) 2 C,

for arbitrary i = 1,...,k, {=0,...,m, Uy,..., U, €U and any j =1,...,n;.

Given any i € {1,...,k} and any q € Qp,, there is j € {1,...,n;} such that ¢Q's, = a;;Q’p . It follows
that ¢(Qp,, Rp,) = ai;(Q’p,, Rp,), which, combined with (19.5), shows that @’ and R’ satisfy condition
(C5-m), as required. O
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For the next result we will follow the notation of Convention 16.1.

Proposition 19.3. Suppose that G is QCERF, the product RT} ...T; is separable in G, for every
1 =0,...,m, and the peripheral subgroup H, has property RZ, .2, for each v € N'. Let Py be a finite
collection of mazximal parabolic subgroups and let Uy be a finite collection of finitely generated relatively
quasiconvex subgroups in G.
Then for any B,C > 0 there exist finite index subgroups Q' <y Q and R’ <; R such that:
e (Q',R') is relatively quasiconvex in G
e ', R satisfy conditions (C1)-(C4), (C2-m) and (C5-m) with constants B and C and collections
Py and U .
More precisely, there is L1 <y G, with S C L1, such that for any L' <y L1, satisfying S C L', we can
take Q' = QN L' <y Q, and there is My <y L', with Q" C M, such that for any M' <; M, satisfying
Q' C M, the subgroups Q" and R' = RN M' <j R enjoy the above properties.

Proof. Fix some constants B,C' > 0. Let Py be the finite collection of maximal parabolic subgroups of
G provided by Theorem 3.5 and set P = Py U P;.

Note that maximal parabolic subgroups of G are double coset separable by the assumptions, as
m + 2 > 2. Therefore the argument from the proof of Theorem 14.4 shows that G, its subgroups @, R
and S = QN R, and the finite collection P satisfy assumptions (S1)—(S4) of Theorem 11.3. Let L < G,
with S C L, be the finite index subgroup provided by this theorem.

By the hypothesis on G, the subsets RTj...1; are separable in G, for each [ = 0,...,m. We can
therefore apply Lemma 19.1 to obtain a finite index subgroup N <; G from its statement (in particular,
S C N). Now we define the finite index subgroup L <; G, from the statement of the proposition, by
setting L; = LN N. Clearly L, contains S. Take any L' <y L1, with S C L', and set Q' = QNL' <y Q.
Let M <; L' be the subgroup provided by Theorem 11.3, with @’ C M.

Lemma 5.24 and Corollary 13.4 imply that all the assumptions of Lemma 19.2 are satisfied, so let
O <y G be the subgroup given by this lemma, with Q" C O. We now define the finite index subgroup
M, <j L’, from the statement of the proposition, by M; = M N O.

Evidently, M; contains Q. Choose an arbitrary finite index subgroup M’ <y M, with Q" C M’, and
set R' = RN M’. Observe that M’ <; G, by construction, hence R’ <; R.

The combined statements of Theorem 11.3, Lemma 5.22, Theorem 3.5, Lemma 19.1 and Lemma 19.2
now imply that the subgroups @' <; @ and R’ <; R, obtained above, satisfy all of the required
properties. Thus the proposition is proved. [l

20. SEPARABILITY OF QUASICONVEX PRODUCTS IN QCERF RELATIVELY HYPERBOLIC GROUPS
In this section we prove Theorem 1.8 from the Introduction.

Remark 20.1. Let G be a relatively hyperbolic group. Suppose that s € N and the product of any s
finitely generated relatively quasiconvex subgroups is separable in G. If 1, ..., @, are finitely generated
quasiconvex subgroups of G and ay, ...,as € G are arbitrary elements, then the subset agQ1a; ... @Qsas
is separable in G.

Indeed, observe that the subset

a0Q1a1 A Qsas = Q?OQSOGI A Q‘;O"'asflao ... Qg

is a translate of a product of conjugates of the subgroups Q1,...,Qs. Combining Lemma 5.22 with
Remark 4.12 and the assumption on G yields the desired conclusion.

Proof of Theorem 1.8. We induct on s. The case s = 1 is equivalent to the QCERF property of G, while
the case s = 2 follows from Corollary 1.4. Thus we can assume that s > 2 and the product of any s — 1
finitely generated relatively quasiconvex subgroups is separable in G.

Let Fi,..., Fs be finitely generated relatively quasiconvex subgroups of G. For ease of notation we
writem =s—2,Q = F|,R=Fyand T; = F;;o, fori € {1,...,m}. Choose a finite generating set X for G
and let § € N be a hyperbolicity constant for the Cayley graph I'(G, X UH), where H = | |, o\ (H, \ {1}).
Denote by € > 0 a common quasiconvexity constant for Q, R, T1,...,T,.

Arguing by contradiction, suppose that the subset QRT; ...T,, = Fy...Fs is not separable in G.
Then there exists g € G\ QRT} ... T,, such that g belongs to the profinite closure of QRT ... T, in G.
Let us fix the following notation for the remainder of the proof:

e ¢o = max{Cy, 140} > 0, where Cj is the constant obtained from Lemma 16.8;
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cs = c3(co) > 0 is the constant obtained from Lemma 4.11;

e A= A(ep) > 1 and ¢ = ¢(cp) > 0 are obtained from Proposition 9.4, applied with the constant
€o5

P, is the finite family of maximal parabolic subgroups of G from Notation 17.1;

U, is the finite collection of finitely generated relatively quasiconvex subgroups of G from Nota-
tion 17.3;

A=lg|y+1and n=mn(\c A) >0 is obtained from Lemma 5.12;

¢=¢(n)>0,061,=0:1(n) >0,C5=Cs(n) >0 and B3 = Bs(n) > 0 are the constants obtained
from Proposition 18.4;

e B =max{Bs(n),(4A+ ¢3)01} and C = Cs(n).

Observe that, by the induction hypothesis, the product RT; ...T; is separable in G, for every [ =
0,...,m. Let L1 <; G be the finite index subgroup obtained from Proposition 19.3, applied with finite
families Py, Uy and constants B, C, given above. Note that S C L;, and define Q' = QN L, <; Q.
Again, by Proposition 19.3, there is a finite index subgroup M; <; L; such that Q" C M; and for
any M' <; M, with Q' C M’, the subgroups Q' and R = RN M’ <; R satisfy the conclusion of
Proposition 19.3.

Let E = E(n,Q',B) > 0 be the constant provided by Proposition 18.4. Let {N;|j € N} be an
enumeration of the finite index subgroups of M; containing Q’, and define the subgroups

(20.1) M} =(\N;<s L' and R;=M/NR<;R, i€N.

j=1

Note that for every ¢ € N, Q" C M/, so the subgroups Q" and R} satisfy the conclusion of Proposition 19.3.
In particular, the subgroup (@', R}) is relatively quasiconvex (and finitely generated) in G, and @', R}
satisfy conditions (C1)-(C4), (C2-m) and (C5-m) with constants B, C' and families Py, Uy, defined above.
For each ¢ € N, consider the subset

K; = Q(Q',R)RT: ... T),.
Choose coset representatives x1,...,2, € @ and y;1,...,%;p, € R such that Q = U?:l z;Q" and R =
bi
Uk:l R; Yik- Then

Q(Q', Ri)R =

J

a b1
U (@' R) ik,
=1k=1

hence K; may be written as the finite union
a b;
Ki = U U l‘j <Q/, R;>yi’kT1 e Tm.
j=1k=1

Therefore, for every i € N, K is separable in G by Remark 20.1 and the induction hypothesis. Since each
K; contains QRT ... T,, and g is in the profinite closure of QRT} ... T),, it must be the case that g € K;,
for every i € N. We will show that considering sufficiently large values of i leads to a contradiction.

For each ¢ € N, let S; be the set of path representatives of ¢ in K; = Q(Q',R})RTy...T,, (see
Definition 16.4, where R’ is replaced by R}). We will now consider two cases.

Case 1: there exists ¢ € N such that in‘fS thx(p') > E.
p'ES;

Choose a path representative of minimal type p = qpy ...pnrt1 ...ty for g in K;. Note that n > 1
and p1 € R} \ S because g ¢ QRT; ... T, (see Remark 16.7). By the assumptions of Case 1 and the
above construction, we can apply Proposition 18.4 to conclude that p is (B, ¢, (, ©1)-tamable and the
shortcutting ¥(p, ©1) = foe1f1... fi—1e1fi, obtained from Procedure 9.1, is (), ¢)-quasigeodesic without
backtracking, with |ej|, > n for each & = 1,...,] (where ¢; denotes the H-component of ¥(p,©1)
containing ey).

If I > 0, then applying Lemma 5.12 to the path X(p, ©1) gives

l9lx = Iplx = 2P, 01)|x > A>|g|x,

by the choice of n, which gives a contradiction.
Therefore it must be that [ = 0. Then p is (4, c3)-quasigeodesic by Lemma 9.7 and, according to
Remark 9.2(c), no segment of p contains an H-component h with |h|y > ©;. By the quasigeodesicity of
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p and the fact that p; is a subpath of p, we have

1 1
(202 90w = Lo = 3060) = e5) = 1(¢p1) — o).
Applying Lemma 5.10 to the geodesic p; in T'(G, X UH) we obtain
1 B
(203 () > o lpily > 2 > 44+ ¢y,
O O,

where the second inequality follows from the fact that p; € R} \ S and Lemma 10.1. Combining (20.2)
and (20.3), we get

x> lolxon > J(4A+ s —cs) = A> Iyl
which is a contradiction.
Case 2: for all i € N we have 1}1612'1 thx(p') < E.
Then for each ¢ € N there is a path representative p; = ¢;p1,i...Pn, i"it1,i-..tm,i € S; for g such that
th(p;) < E. It must either be the case that liirgglﬂrﬂx < Eor hﬁ}gﬂtﬂ'ﬂx < E,forsomej € {1,...,m}.

We will consider the former case, as the latter is very similar.
Since there are only finitely many elements x € G with |z|y < E, we may pass to a subsequence
(piy )ken such that 7, =y € R is some fixed element, for all £ € N. It follows that

(20.4) g9 =", €QQ R )yTy...T,, foreachkeN.

Now, g ¢ QuTy... T, (as y € R), and the subset QyT} ...T,, is separable in G by the induction
hypothesis and Remark 20.1. By Lemma 4.16(a), there is a finite index normal subgroup O <y G such
that g ¢ QOyTy...T,,. The subgroup M; N QO has finite index in M; and contains @’, therefore
M; N QO = Nj,, for some j; € N.

Choose k € N such that i, > jo, so that Ml’k C Nj, € QO (see (20.1)). Then ng = Ml’k NRC QO,
hence

(20.5) QQ, R, )Ty ... Ty C QOyTy ... T,
Since g ¢ QOyTy ... T,,, inclusions (20.4) and (20.5) contradict each other.

We have arrived to a contradiction at each of the two cases, hence the proof is complete. O

21. NEW EXAMPLES OF PRODUCT SEPARABLE GROUPS
In this section we prove Theorem 2.2, which will follow from the three propositions below.
Proposition 21.1. Limit groups are product separable.

Proof. Dahmani [Dah03] and, independently, Alibegovi¢ [Ali05] proved that every limit group is hyper-
bolic relative to a collection of conjugacy class representatives of its maximal non-cyclic finitely generated
abelian subgroups.

Moreover, Wilton [Wil08] showed that limit groups are LERF and Dahmani [Dah03] showed they
are locally quasiconvex (that is, each of their finitely generated subgroups is relatively quasiconvex with
respect to the given peripheral structure). Therefore our Theorem 1.8 yields that limit groups are product
separable. O

Finitely generated Kleinian groups are not always locally quasiconvex, and we require the following
two lemmas to deal with the case when one of the factors is not relatively quasiconvex.

Lemma 21.2. Let N be a group and n > 2 be an integer. Suppose that Hy,..., H, are subgroups of
N such that H; << N, for some i € {1,...,n}, and the image of the product Hy ... H;_1H;11 ... H, is
separable in N/H;. Then H; ... H, is separable in N.

Proof. Let ¢ : N — N/H; denote the natural epimorphism. By the assumptions, the subset S =
o(Hy...H;—1H;11 ... H,) is separable in N/H;. Observe that

H1 .. Hn = (Hl e HileiJrl . Hn)HZ = (p_l(S),

as H; <« N, whence H; ...H, is closed in the profinite topology on N because group homomorphisms
are continuous with respect to profinite topologies. ([
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Lemma 21.3. Let G be a group with finitely generated subgroups F,...,F, < G, n > 2. Suppose that
there exists a finite index subgroup G’ <y G and an indexi € {1,...,n} such that F} = F;NG' <G’ and
G'/F! has property RZ,_1. Then the product F\ ... F, is separable in G.

Proof. Let N <y G be a finite index normal subgroup contained in G’, and set H; = F; N N, for
j=1...,n.

Since |Fj : Hj| < oo, for each j = 1,...,n, the product F; ... F, can be written as a finite union of
subsets of the form hiH1hoHs ... h,H,, where hy,...,h, € G. Observe that

hi1H hoHs ... h,H, = HihHém . Hg”gn,

where g;j = hy...h; € G, j=1,...,n. Thus, in view of Remark 4.12, in order to prove the separability
of Fi...F, in G it is enough to show that the product H{'H$?...HJ" is separable, for arbitrary
g1, 9n € G.

Given any elements g1,..., g, € G, the subgroups H{', HY?,... HI" < G are finitely generated and
are contained in N. Moreover, since the subgroup H; = F;N N = F/ N N is normal in N and N < G’ is
normal in G, we see that H)" << N and

N/HY = N%/HY% =~ N/H; < G'/F.

Therefore the group N/HY" has RZ,_1, as a subgroup of G'/F/, so the image of the product
H{* .. HIPHYA .. HZ is separable in N/HY". Lemma 21.2 now implies that H{'HS* ... HJ" is
separable in N, hence it is also separable in G by Lemma 4.13(b). As we observed above, the latter

yields the separability of F} ... F,, in G, as required. (]

Proposition 21.4. Finitely generated Kleinian groups are product separable.

Proof. Let G be a finitely generated discrete subgroup of Isom(H?). We will first reduce the proof to
the case when G'\H? is a finite volume manifold. This idea is inspired by the argument of Manning and
Martinez-Pedroza used in the proof of [MM10, Corollary 1.5].

Using Selberg’s lemma, we can find a torsion-free finite index subgroup K < G. Since product
separability of K implies that of G ([Rib17, Lemma 11.3.5]), without loss of generality we can assume
that G is torsion-free. It follows that G acts freely and properly discontinuously on H?, so that M = G\H?
is a complete hyperbolic 3-manifold.

If M has infinite volume then, by [MT98, Theorem 4.10], G is isomorphic to a geometrically finite
Kleinian group. Thus we can further assume that G is geometrically finite, which allows us to apply a
theorem of Brooks [Bro86, Theorem 2] to find an embedding of G into a torsion-free Kleinian group G*
such that G*\H? is a finite volume manifold. If G* is product separable, then so is any subgroup of it,
hence we have made the promised reduction.

Thus we can suppose that G = 71 (M), for a hyperbolic 3-manifold M of finite volume. The tameness
conjecture, proved by Agol [Ago04] and Calegari-Gabai [CG06], combined with a result of Canary [Can96,
Corollary 8.3], imply that any finitely generated subgroup F < G is either geometrically finite or is a
virtual fibre subgroup. The latter means that there is a finite index subgroup G’ <; G such that
F'=FNG <G and G'/F' = Z.

By [MT98, Theorem 3.7], G is a geometrically finite subgroup of Isom(H?), hence it is finitely generated
and hyperbolic relative to a finite collection of finitely generated virtually abelian subgroups, each of
which is product separable by [Rib17, Lemma 11.3.5]. Moreover, by [Hrul0, Corollary 1.6], a subgroup
of G is relatively quasiconvex if and only if it is geometrically finite. Finally, G is LERF (and, hence,
QCERF) by [Agol13, Corollary 9.4].

Let Fi,...,F, be finitely generated subgroups of G, n > 2. If F} is geometrically finite, for all
7 =1,...,n, then the product Fj...F, is separable in G by Theorem 1.8. Thus we can suppose that
F; is not geometrically finite, for some ¢ € {1,...,n}. By the above discussion, in this case F; must be
a virtual fibre subgroup of G. Since Z is product separable, we can apply Lemma 21.3 to conclude that
Fy ... F, is separable in GG, completing the proof. U

Proposition 21.5. Let G be the fundamental group of a finite graph of free groups with cyclic edge
groups. If G is balanced then it is product separable.

Limit groups and Kleinian groups are hyperbolic relative to virtually abelian subgroups. The periph-
eral subgroups from relatively hyperbolic structures on groups in Proposition 21.5 will be fundamental
groups of graphs of cyclic groups, which motivates the next auxiliary lemma.
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Lemma 21.6. Suppose that G is the fundamental group of a finite graph of infinite cyclic groups. If G
is balanced then it is product separable.

Proof. Suppose that G = m1(G_,T’), where (G_,T") is a graph of groups, associated to a finite connected
graph T' with vertex set VI' and edge set ET. According to the assumptions, each vertex group G,
v € VT, is infinite cyclic. As usual, we use G, to denote the edge group corresponding to an edge e € ET
(see Dicks and Dunwoody [DD89, Section 1.3] for the definition and general theory of graphs of groups).

If |[ET| = 0 then G is cyclic and, thus, product separable. Let us proceed by induction on |ET|.

Assume first that one of the edge groups G, is trivial. If removing e disconnects I' then G splits as a
free product G1 * G2, where G, G2 are the fundamental groups of finite graphs of infinite cyclic groups
corresponding to the two connected components of T'\ {e}. Otherwise, G = G; * Ga, where G; the
fundamental group of a finite graph of infinite cyclic groups corresponding to the graph I'\ {e} and G»
is infinite cyclic. Moreover, G; and G5 will be balanced as subgroups of a balanced group G. Hence G4
and G5 will be product separable by induction, so G = G * G2 will be product separable by Coulbois’
theorem [Cou01, Theorem 1].

Therefore we can assume that every edge group G, is infinite cyclic. This means that G is a generalised
Baumslag-Solitar group. The assumption that G is balanced now translates into the assumption that G
is unimodular, using Levitt’s terminology from [Lev07]. We can now apply [Lev07, Proposition 2.6] to
deduce that G has a finite index subgroup K isomorphic to the direct product F' x Z, where F' is a free
group.

Now, K 2 F x Z is product separable by You’s result [You97, Theorem 5.1], hence G is product
separable as a finite index supergroup of K (see [Rib17, Lemma 11.3.5]). Thus the lemma is proved. O

Proof of Proposition 21.5. Suppose that G splits as the fundamental group of a finite graph of free groups
(G_,T') with cyclic edge groups.

Without loss of generality we can assume that each vertex group is a finitely generated free group (in
particular, G is finitely generated). Indeed, otherwise G = G * F', where G is the fundamental group
of a finite graph of finitely generated free groups with cyclic edge groups and F' is free (this follows from
the fact that any element of a free group is the product of only finitely many free generators). In this
case we can deduce the product separability of G from the product separability of G; and F by [Cou01,
Theorem 1] (recall that F is product separable by Ribes and Zalesskii [RZ93, Theorem 2.1]).

Now, for each vertex group G,, choose and fix a finite family of maximal infinite cyclic subgroups P,
such that

(a) no two subgroups from P, are conjugate in G,;
(b) for every edge e incident to v in T', the image of the cyclic group G, in G, is conjugate into one
of the subgroups from P,.

Condition (a) means that each G, is hyperbolic relative to the finite family P, (for example, by [Bow12,
Theorem 7.11]), and condition (b) means that each edge group of the given splitting of G is parabolic
in the corresponding vertex groups. Therefore we can apply the work of Bigdely and Wise [BW13,
Theorem 1.4] to conclude that G is hyperbolic relative to a finite collection of subgroups Q, where each
Q € Q acts cocompactly on a parabolic tree (see [BW13, Definition 1.3]) with vertex stabilisers conjugate
to elements of (J,cy P, and edge stabilisers conjugate to elements of {G. | e € I'}. The structure
theorem for groups acting on trees ([DD89, Section 1.4.1]) implies that every @ € Q is isomorphic to the
fundamental group of a finite graph of infinite cyclic groups. Since @ is balanced, being a subgroup of G,
we can apply Lemma 21.6 to conclude that each @ € Q is product separable. By Wise’s result [Wis00,
Theorem 5.1] G is LERF, hence we can apply our Theorem 1.8 to deduce that the product of a finite
number of finitely generated relatively quasiconvex subgroups is separable in G.

To establish the product separability of G it remains to show that it is locally quasiconvex. To achieve
this we will again use the results of Bigdely and Wise. More precisely, according to [BW13, Theorem 2.6],
a subgroup of G is relatively quasiconvex if it is tamely generated.

Let H < G be a finitely generated subgroup. The splitting of G as the fundamental group of the
graph of groups (G_,T) induces a splitting of H as the fundamental group of a graph of groups (H_, A),
where for each vertex u € VA the stabiliser H, is equal to H N G,7, for some v € VT and some g € G.
Moreover, the graph A is finite, because H is finitely generated (see [DD89, Proposition 1.4.13]). Note
that every edge group from (H_,A) is cyclic, hence each vertex group H,, u € VA, must be finitely
generated as H is finitely generated (see [BW13, Lemma 2.5]).

According to [BW13, Definition 0.1], H is tamely generated if for every u € VA the subgroup
H, = HN G, is relatively quasiconvex in G,7, equipped with the peripheral structure P,7. But
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the latter is true because G, is a finitely generated free group, so any finitely generated subgroup is
undistorted, and hence it is relatively quasiconvex with respect to any peripheral structure on G,Y, by
[HrulO, Theorem 1.5]. Thus every finitely generated subgroup H < G is tamely generated, and so it is
relatively quasiconvex in G by [BW13, Theorem 2.6]. O

Remark 21.7. In the case when the graph of groups has two vertices and one edge (so that G is a
free amalgamated product of two free groups over a cyclic subgroup), Proposition 21.5 was originally
proved by Coulbois in his thesis: see [Cou00, Theorem 5.18]. We can use similar methods to recover
another result of Coulbois: if G = H ¢ F, where H is product separable, F' is free and C is a maximal
cyclic subgroup in F' then G is product separable [Cou00, Theorem 5.4]. Indeed, in this case G will be
hyperbolic relative to Q = {H} and will be LERF by Gitik’s theorem [Git97, Theorem 4.4]. As in the
proof of Proposition 21.5, the results from [BW13] imply that G is locally quasiconvex. Therefore G is
product separable by Theorem 1.8.

Remark 21.8. Using recent work of Shepherd and Woodhouse [SW22, Theorem 1.2], Proposition 21.5
can be immediately extended to balanced groups G that split as fundamental groups of finite graphs of
groups with virtually free vertex groups and virtually cyclic edge groups. In fact, by [SW22, Proposi-
tion 3.13], G has a torsion-free finite index subgroup K. Then K is balanced and is isomorphic to the
fundamental group of a finite graph of free groups with cyclic edge groups. So the product separability
of G follows by combining Proposition 21.5 with [Rib17, Lemma 11.3.5].
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